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Introduction

Over the past few years a standard agenda of crisis prevention measures has been developed to which most policymakers and analysts adhere. Opinions differ, however, when it comes to the specific policy that each country, given its particular circumstances, should choose from the variety of options available. This book reflects on today’s standard agenda of crisis prevention, but most of all, it deals with two themes that ought to have been – but were not – included in the agenda. The first concerns the possibilities for major industrial countries to address global economic imbalances, and the second is how developing countries could counter boom-bust cycles. The four parts of the book provide a wealth of interesting analyses, discussions and proposals. In these introductory pages, I can highlight only a few.

In the opening chapter, Jan Kregel argues that advanced countries should address global economic imbalances. He analyses what he calls “a new cyclical pattern” of the global economy in which US expansion serves to offset contraction in other parts of the world, while the rest of the world is unable to compensate for contraction in the US. As a result, there are growing – internal and external – imbalances in the US economy that are currently leading to a global slowdown. More generally, Kregel blames the IMF and its major shareholders for not assessing the extent to which the monetary and exchange rate policies of the United States and other major industrial countries affect global stability and have a negative impact on developing countries. He stresses that the advanced countries could make a large contribution to the cause of development by coordinating their macroeconomic policies and addressing the global economic imbalances they cause. In this way, they would decrease the disruptions of trade and finance in developing countries that result from these imbalances, and make a contribution to development that might be greater than any form of aid.

In his comment on Kregel, Zdeněk Drábek observes that today’s global economic imbalances cannot be treated by macroeconomic tools alone but must be supported by structural reforms in Japan, Europe and the US. Like Kregel, he stresses the need for policy coordination among the G-7 countries, but emphasises that Japan and Europe are as important as the United States. In addition, he sees the need for a “super-supervisor”, a supranational institution like the IMF or WTO that would oversee the creditworthiness and soundness of economic policies of countries. In his view, such an institution would help to prevent excessive risk taking and address the problem of boom-bust cycles.
In the ensuing floor discussion, a whole range of issues was discussed. Manuel Marfán, Chile’s former deputy minister of finance, raises the issue of excessive spending by the private sector and its lack of macroeconomic concern. He sees this as one of the crucial problems that is missing in the policy agendas, especially in those of the Bretton Woods institutions. According to Marfán, there is no discussion whatsoever about how to manage these excess private expenditures in the context of a globalised economy, even though they have been the main driving force behind the boom-bust cycles of the 1990s. Another issue raised was that of the dominant role of the United States in the global economy and the feasibility of G-7 coordination to achieve greater stability in the system. Jan Kregel argues that if free trade is considered as the best overall system, exchange rate stability among the major economies’ currencies should be pursued much more energetically to prevent exchange rates from distorting the free trade system. In his view, it would benefit everyone concerned to establish precise regulations – which are currently lacking.

In the second part of the book, José Antonio Ocampo looks at the role of developing countries’ domestic policies in managing externally generated boom-bust cycles. He draws from an extensive recent literature on the subject and from the experience of Latin America in the 1990s. He first looks at the international asymmetries that lie behind the boom-bust cycles in the developing world and the macroeconomics of these cycles. He then examines the policy options for developing countries in terms of the choice of exchange rate regime, liability policies, prudential regulation and supervision, and fiscal stabilisation. He concludes that an adequate anti-cyclical policy package should be based on a mix that involves: managed exchange rate flexibility, capital account regulations; strong “liability policies”, aimed at improving private and public sector debt profiles; strong prudential regulation and supervision of domestic financial systems, with anti-cyclical instruments; and counter-cyclical fiscal stabilisation funds and adequately-designed social safety nets.

In her comment on Ocampo, Liliana Rojas-Suárez provides many useful policy insights. She agrees with the relevance of distinguishing between country risk and exchange rate risk and argues that the policy debate needs to be redirected from a discussion on the “right” exchange rate regime to the design of policies aimed at improving the perception of creditworthiness by foreign investors. Another issue she tackles is the appropriate design of regulatory and supervisory rules for the financial sector in emerging markets. In her view, the recommendations by the Basel Committee completely fail to consider the particular features of emerging economies. She suggests how, for example, early warning signals could be constructed as a more adequate tool for effective supervision in emerging markets.
In the second comment on Ocampo, Amar Bhattacharya supports the anti-cyclical policy package laid out by Ocampo and distinguishes two objectives of this package. The first is how to pursue counter-cyclical macroeconomic policies, in order to dampen the aggregate demand effects and mute the capital flows. The second is how to manage the balance sheet risks associated with these flows. With regard to the second objective, he stresses the need for anti-cyclical prudential regulation and observes that in East Asia, precisely the opposite was done. Regulation was lax in the boom period and it was tightened in the crisis, triggering just the opposite effect of what one would want. Bhattacharya remarks that Ocampo focuses primarily on managing the boom while it would be equally important to know how to manage the bust.

In the floor discussion on the policy options for developing countries to counter boom-bust cycles, much attention was given to the problems of prudential regulation. It is generally believed that counter-cyclical policy is difficult in boom times because when things are going well, it is hard to convince people that there are risks. Forward-looking provisioning, which means that one makes banks provision at a higher rate in the boom period because some loans will turn bad when the bust comes, may be an acceptable formula. Ocampo believes that one of the most powerful instruments would be a combination of liquidity requirements with preventive provisioning for delinquent loans.

In the third part of the book, about exchange rate policies in developing countries, John Williamson gives his view on the exchange policies that Latin American countries could pursue. He defends the proposition that a so-called intermediate exchange rate regime (between fixed and floating) will be viable in all circumstances if it is managed competently – except in the case of strong contagion. He discusses how an intermediate regime might be modified in order to make it less vulnerable to speculative pressures. He then considers the advantages and disadvantages of this regime in comparison to a floating regime. Finally, he discusses how the problem of Latin American countries that have different exchange rate regimes and intense mutual intra-trade could be resolved.

In his comment on Williamson, Carlos Massad, governor of Chile’s central bank, notes that the intermediate regime represented the exchange management in Chile during most of the 1990s when it had a band, basket and crawl until September 1999. On that date, Chile abandoned the formal band scheme and turned to a free floating regime. So far, it is quite content about that decision because exchange rate volatility has not been greater than it was with the band. Moreover, says Massad, prior to floating, every time the market exchange rate approached the limits of the band, speculative attacks forced the authorities to intervene by changing the band or
Yung Chul Park and Chi-Young Song look at East Asia’s recent experience with the free floating exchange rate system. They observe that despite the overwhelming support for the free floating system in emerging market economies, many countries in East Asia have been reluctant to let their exchange rates fluctuate freely. China continues to adhere to a managed floating system, and East Asian countries with a free floating system intervene extensively to stabilise their nominal exchange rates. Park and Song analyse the behaviour of the nominal and real exchange rates and the exchange rate policy of the three crisis countries in East Asia – Indonesia, Thailand, and Korea – that shifted to free floating in 1997 as part of the IMF conditionality for rescue financing. They discuss some of the reasons that make these countries reluctant floaters, and examine whether the intermediate exchange rate regime could be an alternative system appropriate to East Asian economies. They then investigate the extent to which volatility of the nominal exchange rate in the three countries has increased since lifting foreign exchange controls, and attempt to identify why the authorities of all three countries systematically intervened in the foreign exchange market. Finally, they examine whether the three countries have gained more monetary autonomy since adopting the free floating system. According to the authors, strong evidence of this cannot be found.

In his comment on Park and Song, Brian Kahn disputes their argument that exchange rate volatility in the three East Asian countries has increased significantly because they adopted a more flexible exchange rate regime. He also disputes the authors’ assertion that their tests do not provide evidence of greater monetary policy independence after moving to flexible exchange rates. In Kahn’s view, the results of their tests rather show that there is no evidence that monetary policy independence has not increased.

In the floor discussion, Liliana Rojas-Suárez observes that the choice of exchange rate regime cannot be separated from the situation in which the domestic financial system finds itself. In her view, many countries do not dare to float because they fear that sharp exchange rate movements may harm the financial system. At the same time, they do not dare to fix, because if they have to defend the exchange rate, they will have to increase the interest rate, which will also affect the financial system. Amar Bhattacharya stresses the importance of initial conditions for choosing the appropriate exchange rate regime. The Chilean experience, for instance, may be quite different from the current East Asian experience because the prerequisites are so dissimilar, he says. That raises the question: even if one has a floating exchange rate regime, how could the government limit itself only to inflation targeting or how could the central bank act as a centre for...
managing private sector expenditure? Bhattacharya believes that none of the East Asian crisis countries has really moved to free floating but rather to managed floating. Stephany Griffith-Jones argues that the volatility of capital flows makes a band regime highly unstable. In her view, such a regime could only become more stable when a tough control of capital flows is applied.

In the fourth part of the book, José María Fanelli argues that, in an increasingly globalised world, counter-cyclical policies are also needed at a level exceeding national boundaries. He presents a Latin American perspective and, more specifically, a Mercosur perspective. Fanelli first discusses a set of stylised facts associated with trade and international financial markets in Latin America, showing that international market failures and macroeconomic fluctuations are closely associated. Based on this analysis, he draws some lessons for counter-cyclical policies at the regional and international level and outlines the goals that Latin American countries should pursue in negotiating a regional and multilateral counter-cyclical agenda. These include: minimising the volatility of national income; reducing international capital imperfections; minimising the variance of foreign exchange receipts; and developing international institutions to support more stable macroeconomic regimes.

In the final chapter of the book, Stephany Griffith-Jones and Stephen Spratt discuss some of the negative effects of the proposed new Basel Capital Accord. They are concerned that the new Accord will reduce lending to developing countries and increase the pro-cyclical character of bank lending. They suggest a number of measures to address the pro-cyclical effects of the new Accord. These include: forward-looking provisioning to allow for provisions to be built up in good times to be used in bad times; placing a cap on the value of assets that can be used as collateral to protect against inflated asset prices that occur during a boom; and limiting lending for property, construction and personal consumption since these tend to increase substantially in boom periods.

Jan Joost Teunissen
November 2001
Part I

Policy Options for Advanced Countries to Address Current and Future Global Economic Imbalances
Why Advanced Countries Should Address Global Economic Imbalances

Jan Kregel

1 Introduction

In September 2000 the IMF revised its global growth forecast for the year in course upward\(^1\) just as UNCTAD was noting that a downturn in the US economy, and thus for the global economy, in the year was inevitable. A few months later, as UNCTAD completed its drafting on the global prospects chapter of the 2001 *Trade and Development Report*, suggesting that European growth could decline by one to two percentage points from its 2000 average of over 3 percent, the IMF was announcing the opposite trend: improved prospects for growth in the European Union and its prospects to replace the United States as the engine of global demand.

Clearly the 1990s have presented special challenges for those trying to forecast the evolution of the major industrialised economies, and their impact on the developing world. Financial factors that are difficult to model have come to play an increasing role. Nonetheless, it is interesting to note the stark divergence in the positions taken by the IMF and UNCTAD concerning the outlook for global growth.

The increasing economic interdependence of the world’s economies creates difficulties for forecasters because both real and financial shocks have more rapid and direct impacts on different geographical regions and different industrial sectors than before. The dominance of the global integration of production and finance over the intensification of trade linkages in industrialised economies also implies that real and financial shocks may have unexpected interreactions and consequences.

---

\(^1\) At the end of September 2000 the IMF revised its growth estimates upward because: “The global economic expansion has continued to gain strength, with global output growth now projected at 4.7% in 2000, 0.5 percentage points higher than expected in the *May World Economic Outlook* … Growth is projected to increase in all major regions of the world, led by the continued strength of the US economy; the robust upswing in Europe; the consolidation of the recovery in Asia; and a rebound from last year’s slowdowns in emerging markets in Latin America and the Middle East and Europe.” *World Economic Outlook*, October, 2000, p. 1.

It appears that the increased interdependencies provide new sources of international macroeconomic imbalances similar to those that have plagued the stability of the international financial system since the end of the post-war recovery period in the 1960s. If there is a distinguishing feature of the analysis in UNCTAD’s *Trade and Development Reports*, it is the emphasis that is placed on the way increased global integration of trade and finance has produced global imbalances in the 1990s.\(^2\)

In particular, the position taken in recent *Trade and Development Reports* has been influenced by the similarity of the current imbalances with those of earlier periods, and the recognition that such imbalances usually have led to substantial disruptions of trade and finance, with serious difficulties in developing countries.

Obviously, if we are to address the question of the policy options facing the advanced countries to deal with current and future global economic imbalances in order to limit the negative consequences for developing countries, we must first identify the forces that determine the interactions of the industrialised and developing economies that have produced the current imbalances and assess whether they will have similar consequences to those in the past.

### 2 Unanticipated Consequences

The process of recovery from the 1997-98 Asian crisis may serve as a good starting point for a brief review of how economic trends in developing and industrialised economies have interacted. The threat of a wall of cheap exports coming out of Asia, based on sharply undervalued exchange rates, led many forecasters to expect that the aftermath of the Asian crisis would be characterised by a slowdown in the industrialised countries and a risk of global deflation. However, this forecast was quickly disappointed.

The collapse of domestic financial systems and asset prices in the crisis countries made it difficult for their domestic producers to finance the production of increased exports and the imports that were required to produce them. Although foreign balances did improve very quickly, it was initially a downward adjustment in which imports virtually ceased and exports declined, causing overall incomes to fall. Even when increases in export volumes appeared, they were more than offset by falling export prices and rising import prices. The decline in East Asian demand for imports of primary materials, particularly petroleum, compounded the downward trend

---

in commodity prices that had already started in 1996, before the crisis. The result was a sharp decline in developing countries’ terms of trade. Cheaper exports from developing countries led to a windfall in the purchasing power of developed country consumers. This supported continued expansion in consumer demand in the developed countries and made a substantial contribution to price stability in these countries.

This benign international price environment for industrialised countries, that resulted from the recession in Asia, allowed the Federal Reserve to accept growth rates in the US far in excess of prudent estimates of potential non-inflationary growth. It was felt that there was no need for anticipatory tightening of monetary policy. The result was an increase in the estimates of both the productive potential of the economy, as well as the expected of non-inflationary growth rates. At an average of nearly 5 percent during the period 1997-2000, US growth rates not only exceeded forecasts, but were even double of what had been considered the maximum potential. It is important to note that, combined with the increased competitiveness of Asian exports, this is what finally brought about the rapid recovery of growth in Asia in 1999, not the adjustment programmes or structural reforms in the productive and financial sectors.

Just when it appeared certain that the global economy would avoid the expected post-Asian crisis recession, the firmness of this belief was undermined. The negative consequences of the crisis-induced decline in primary commodity prices became evident in the decline in export revenues in Russia. Since the Russian government was excessively dependent on these revenues for income, and the Central Bank was dependent on them for foreign currency, this led to a sharp reversal in the Russian balance of payments, a default on government debt and a collapse in the ruble exchange rate. Since a large number of developed country financial institutions were exposed either directly or indirectly through their holdings of Russian government debt, the default was quickly transmuted into sharply reduced earnings or even insolvency and bankruptcy for some of the strongest developed country financial institutions, creating a loss of confidence in all

---

3 Indeed, the US potential growth rate has now been revised upward from around 2.5% to more than 3.5% in view of what appears to be a stable increase in labour productivity to rates above 2%. Already in 1995 the UNCTAD Secretariat argued that low estimates of potential growth and high estimates of natural rates of unemployment were due to hysteresis, and that industrial economies could grow much faster without an acceleration in inflation and reduce unemployment to levels below the estimates of natural rates if policymakers allowed them to do so: Trade and Development Report, 1995, Part Three, chap. III. See also Newsweek, September 1995, pp. 38-9. The Economic Report of the President, 2001, p. 72, estimates the potential growth for the US at 3.8%.

4 See Akyüz, Cornford and Kregel, 1999.
but the most highly secure and liquid US government securities. The increased demand for dollar-denominated assets resulted in a sharp appreciation of the dollar. Investors sought to offset liquidity risk, even in the presence of an increasing US current account deficit. The safest, most liquid US government assets became the refuge of risk-averse investors, commanding a large liquidity premium.

The Federal Reserve moved quickly to offset the rising liquidity premium and the risk of a sell-off of private sector financial assets by reducing interest rates, thereby allowing the US economy to continue to function as the engine of growth in the global economy. This provided sustained demand and markets for the recovery of the East Asian economies that in the second half of 1998 had already started to benefit from the reversal of restrictive IMF adjustment policies, finally unleashing the export potential implicit in the large devaluations and excess productive capacity, and producing record current account surpluses.

Thus, a series of unanticipated consequences of the aftermath of the Asian crisis during 1998-1999 served to increase the US contribution to global demand to around a third of global expansion since the crisis (and even around a half if indirect trade effects are also taken into account). This largely offset the loss of the roughly 50 percent contribution to global demand of South East Asia before the crisis and created the belief in a rapid global recovery when it allowed positive growth to return to Asia as a result of improving net exports.

3 Imbalances Between the US, Europe and Japan

Much like Asia before the crisis, rapid US growth led to a sustained inflow of capital into the United States, supported by the liquidity premium on dollar assets and the foreign acquisitions of US companies in the high technology sector. This has produced a combination of rising US current account deficits and an appreciating dollar, reminiscent of the sustained appreciation and overvaluation of the dollar in the early 1980s in the presence of a deteriorating current account. That combination was widely considered to be unsustainable, and resulted in the hard landing of the dollar in 1986-1987.

As in the 1980s, Japan is one of the major multilateral counterparts to the rising US external imbalance, but there are substantial differences that serve to reinforce the imbalance. The first and most obvious is that the United States growth differential vis-à-vis the rest of the world in the 1990s was underpinned by private sector spending and productivity gains; and although household savings rates were negative, US national savings
were positive as the public sector surplus exceeded the rising personal sector savings deficits. On the other hand, despite the excessively high household savings rate, it was Japan that was experiencing deficits and rising national indebtedness. On a purely domestic basis, it was the US that ran the risk of becoming the excess saving economy, paying down its domestic debt, while in Japan national savings were deficient and domestic debt was increasing.

Thus, while increased global financial volatility was increasing the demand for risk-free US government assets, their supply was being reduced by the US fiscal surplus. The resulting downward pressure on US interest rates was enforced by the increasing supply of Japanese government paper and the risk of holding it. The concomitant upward pressure on Japanese interest rates and downward pressure on US interest rates were just the opposite of what would be required to counter the increasing US external deficit and the Japanese surplus. Despite the differences in government budgets a similar self-reinforcing process of a rising dollar and high dollar returns seen in the early 1980s, now supported by the liquidity premium, led to dollar strength even in the presence of a continually rising external deficit (with the addition of the US as a net international debtor) just as in the 1980s. The Plaza and then Louvre Agreements were necessary to reverse this cumulative self-referential process (see Soros, 1987). But in the absence of fiscal policy, adjustment could in the 1980s only be achieved by interest rate policy, which because of the excessive decline of the dollar after 1985 required a reduction in interest rates in Japan relative to the US. This produced the great real estate and equity bubble in Japan, whose reversal at the end of 1989 set the stage for the decade of stagnation in the 1990s and which looks like continuing into the new millennium.

Europe has also been a multilateral counterpart of the rising US external imbalance at the end of the 1990s, but here the situation seems more to resemble the imbalances of the 1960s. In the 1960s the United States argued that its deficit with Europe was simply the counterpart of the high foreign demand for dollar assets, and US expenditures in support of its political commitments to European security. The European counter-argument was that the United States was exporting both unemployment and inflation created by its uncontrollable fiscal deficit. There was no agreement on whether the appropriate policy was the reduction of the United States fiscal deficit (with the anticipated result of lower growth and higher unemployment), or an increase in European demand and growth (with fiscal deficits and feared higher inflation). Unwilling to increase interest rates for fear of stifling growth, and unable to act on exchange rates because of the peculiar position of the dollar in the Bretton Woods System, the United States introduced a wide variety of controls on capital
flows in an attempt to raise interest rates externally, while keeping them low internally, (including “Operation Twist”). In the end the failure of policy coordination between Europe and the US was resolved by an institutional crisis in which the Bretton Woods system of flexibly fixed exchange rates was abandoned by taking the dollar off gold.

Paradoxically, despite the fact that at the end of the 1990s the US is running an increasing fiscal surplus and the EU is running fiscal deficits, the appropriate policy to reduce the external imbalance would still appear to be tighter fiscal policy in the US to further increase the fiscal surplus, combined with looser policy in Europe. While this might have been acceptable in the era of Keynesian fine-tuning of the 1950s and 1960s, it is no longer politically feasible, as is any use of expansionary fiscal policy by the EU in light of the Stability and Growth Pact. In the absence of capital controls or something like a reverse “operation twist”, the response has again been in terms of monetary policy and substantial exchange rate adjustments.

The lack of policy coordination between the US, Europe and Japan in both the 1960s and the 1980s, and the increasing difficulty in employing counter-cyclical fiscal policies, meant that monetary policy became the sole instrument. As a result, policy conflicts emerged in terms of disruptive interest rate differentials and disruptions in exchange rates. In the 1960s, the US attempted to avoid the impact of the required monetary policy on the domestic economy, with the result that eventually exchange rates had to adjust; to do so brought down the post-war exchange rate system. In the 1980s, monetary policy eventually produced interest rate differentials that led to a recession from which Japan and Europe are still attempting to emerge. The same response was used in 1999-2000 with Japan pushing interest rates to zero and the European Central Bank resisting too large a positive US differential.

4 Implications of a US Downturn

The question that determined global prospects in September of 2000 was whether the imbalances that were present in the global economy were sufficiently similar to those of the 1960s and the 1980s to create similar serious disruptions in global growth and in the growth prospects of developing countries. Given the existence of the similar cumulative nature of the three periods of imbalances, and the sustained tightening of US monetary policy, it appeared that not only would the US economy not continue to expand, but that because of the increasing inter-relatedness of the United States in the global economy, the global economy would also slow substantially.
Since the US has been the major source of global demand, the impact of slower US growth on its external deficit is likely to have a direct impact on global conditions. In Asia, rising net exports provided the financing for expansion despite the sharp contraction of financing by domestic financial institutions attempting to rebuild capital. So any US downturn coupled with expansion of domestic incomes and imports in these recovering Asian economies would in these countries lead to lower current account surpluses, reducing both domestic growth and demand, and the ability of domestic firms to finance continued restructuring.

The extent of the problem can be seen from the more than 20 percent of GDP in Malaysia, Singapore and Hong Kong that is created by exports to the US. The figure for Taiwan and the Philippines is above 10 percent and Korea is only slightly lower at 7 percent. However, these figures probably underestimate the impact since the linkages to the US are most direct in the high-tech sectors of semi-conductors, personal computers and telecommunications equipment. The growth of demand has been strongest in those sectors in the last five years of the US recovery and Asian exports to the US have been strongest in leading their recovery.

In the Western Hemisphere, NAFTA had produced trade integration such that Mexico and Canada now export 25 percent and 30 percent of their GDP respectively to the US. Of the major industrialised economies, Europe and Japan both have low direct dependence on US trade and depend little on each other, although both countries have substantial interests in subsidiaries operating in the US. Thus simply referring to commercial relations would lead to the conclusion that Japan and Europe might be less affected by the performance of the US economy. However, Japan’s nascent expansion at the beginning of 2000, based on increasing capital goods exports and rising corporate profits leading to a recovery in investment, was directly dependent on demand coming from South East Asia where the recovery had been determined by increasing sales to the US.

Since most of Europe’s trade was within the EU, it was suggested that it was more isolated from global conditions than before the introduction of the euro. However, in the new global environment trade is perhaps the least important linkage between the US and Europe. For example, in 1998 sales of foreign-owned affiliates within the US were close to $2 trillion, nearly double the value of US imports from abroad of a little over $1 trillion (see Zeile, 2000), while US companies exported nearly $1 trillion compared to $2.2 trillion of sales by US-owned affiliates operating abroad. If balance of payments accounts were kept by country of ownership of firms rather than by their national location the US deficit in 1998 would have been reduced by roughly half from $198 billion to $99 billion (Lowe,
2001). This suggests that the relation between the external account and the exchange rate is rather different today than it was in the past.

Since European companies have been the major investors in the US, it is no surprise that the major linkage between Europe and the US is no longer in terms of commerce, but in terms of foreign affiliates’ sales. For example, sales of German and UK affiliates in the US were roughly five times their exports to the US in 1998\(^5\) and the figure is more than double that for smaller European economies such as the Netherlands. As a result of this globalisation of production and sales, Europe is much more closely linked to the US than its low dependence on trade with the US would suggest.

Of even greater importance is the $500 billion in mergers and acquisitions of US companies by European companies over the last three years, plus substantial portfolio equity and bond flows.\(^6\) These flows are also deceptive in their impact since after 1997 the share of cross border mergers and acquisitions financed by stock swaps increased dramatically. For developed countries as a whole less than 10 percent of mergers and acquisitions were financed by stock swaps in 1997 ($22 billion versus $213 in cash transactions), but the share rose to 31 percent in 1998 ($138 billion versus $307 billion in cash) and reached 40 percent in 1999 ($261 billion versus $384 in cash).\(^7\) For the US it is estimated that roughly half of inward merger and acquisition flows have not involved direct acquisition of dollar assets with foreign currency, but have been financed by means of stock swaps, and that much of the remaining mergers and acquisitions were financed by borrowing in the US. Thus the direct impact on the foreign exchange market of the boom in European mergers and acquisitions of US assets, and any eventual reversal, may have less impact on the behaviour of the exchange rate than commonly expected.\(^8\)

---

5. Japan now ranks third, behind Germany and the UK, in terms of gross product produced by owned-affiliates in the US, in part because of the large Japanese presence in Mexico.
6. FDI inflows to the US rose sharply between 1998 and 1999 from $186,316 million to $275,533 million while outflows were virtually constant at $146,052 million and $150,901 million. In contrast inflows to the EU rose about half as much from $248,675 million to $305,058 million, while outflows increased from $425,495 million to $509,824 million. (See *World Investment Report (WIR)*, 2000, Annex Tables, B1 and B2). US sales of companies via cross-border mergers and acquisitions in 1998 were 209,548, rising to 233,032 in 1999, against 137,421 and 112,426 of purchases respectively. For the EU purchases were 284,323 in 1998 and 497,709 in 1999 against 187,853 and 344,537 of sales respectively (*WIR*, Annex Tables A.IV.6 and 7). An idea of the flow from the EU to the US is given by the fact that for the US and the EU global cross-border mergers and acquisitions flows account for nearly 80% of total FDI inflows. (*WIR*, Figure IV.9) The share of mergers and acquisitions in investment in foreign affiliates operating in US in 1997 was 87.1% at $60.7 billion, and 89.9% in 1998 at $180.7 billion. (*WIR*, Annex Table A. IV.8).
7. Nonetheless there may be indirect portfolio effects since stock swaps change the currency composition of portfolios, increasing the foreign currency denomination of US portfolios. If
The increasing importance of these financial linkages suggest that caution should be exercised in assessing the ability of the European economy to escape negative consequences of the adjustment to global imbalances. Recent estimates of the elasticity of European growth with respect to US growth are as high as 0.4, suggesting that the recent decline in the US growth rate could bring European growth back to around 2 percent, irrespective of any further impact from a loss of export competitiveness due to strengthening of the euro exchange rate.

5 A New Cyclical Pattern

Global economic performance has been characterised in the past by asynchronous cycles in which downturns in some areas have been counterbalanced by expansion in others, preventing global overheating or recession. However, since the US expansion of the 1990s and the advent of globalisation a new cyclical pattern appears to be forming, in which the negative shocks from the rest of the world create benefits for the US economy that allows it to grow more rapidly, and thus compensate for the negative shock. While these benefits avoid overheating in the US, they create: (a) imbalances in the US external position as US external indebtedness increases; (b) imbalances in the US internal position as private sector indebtedness increases; and (c) a strengthening of the dollar exchange rate as foreign lenders hold their credits on the US in dollar assets.

Since these growing US imbalances are the cause of the improving conditions in the rest of the world, a deterioration in conditions in the US cannot be balanced by an expansion in the rest of the world. Moreover, since these growing US imbalances are unsustainable, a global slowdown is the inevitable result. The decline in growth in the US in the third quarter of 2000 was matched in Europe by a decline in growth from 3.2 percent in the second quarter to 2.8 percent in the third quarter, while Japan experienced a shift from a positive 1 percent to a negative 1 percent growth from the second to the third quarter.

Thus the new cyclical pattern under an increasingly integrated world of trade, production and finance is not synchronous and not symmetric.

US investors were in equilibrium prior to the sale or merger, they should sell the foreign equity they received and if the sale was executed on a foreign exchange, repatriate the proceeds to replace the dollar-denominated securities. This would have the same increase in the demand for dollars as the direct purchase by the acquirer and the reduction in the value of merger and acquisition flows would have a negative impact on the dollar.

9 Of course, the downturn was not limited to developed countries, and most developing countries also experienced a downturn in industrial production around the middle of 2000.
While the US appears to be able to compensate for weakness in the rest of the world, the rest of the world is unable to compensate for weakness in the US. The global economy appears to be facing conditions in which US expansion served to offset weakness in other parts of the world after the Asian crisis, but there seems to be no guarantee of a symmetrical relation that would produce an offset to a decline in the US growth rate. Just as global growth will depend directly on the reaction of the US external balance to a reduction in its growth rate, so will international currency and financial markets.

6 The US Outlook: Keynes, Hayek or Schumpeter?

The analysis of the cyclical performance of the US economy is thus of crucial importance to forecasts of global performance. The sharp drop in economic activity in the US after the second quarter of 2000 raises the question of whether this is a simple cyclical adjustment to excess inventory and capacity build-up that will be quickly reversed by a so-called V-shaped recovery, or whether the “new economy” has been a mirage which has now been dissipated with the collapse of the high-tech stock bubble and heralds a longer period of adjustment that would produce recession (at least two quarters of negative growth) and a return to performance similar to the 1970s.

Judging current conditions is difficult since one of the most striking characteristics of the recent expansion has been the performance of investment. The share of gross fixed investment to GDP has risen in the 1990s to around 18 percent, up markedly from below 14 percent during the recession of 1990-1991.

The build-up of inventories in the second and third quarter of 2000 and the falling capacity utilisation figures support the idea that the US economy is in a traditional Keynesian cyclical downturn, in which excessive optimism over expected future expansion has led to overinvestment in capacity. In this view, as investment is cut back, the multiplier produces further income declines until automatic stabilisers produce a fiscal stimulus or direct policy measures are taken to stimulate investment or increase government spending. This sets a floor under the growth in spending and sales. Eventually, the excess capacity is worked off and the needs for new capacity spurs investment and sets off the recovery.

However, there are a number of factors to suggest that the current expansion and downturn are quite different. The current cycle is much closer, although not exactly equivalent, to the kind of cycle that was described by Friedrich von Hayek in opposition to Keynes. The difference
between the two explanations of the cycle was not in the existence of excess capacity, but in factors that caused it, and thus the policies required to eliminate it. In Hayek’s approach, the excess capacity was caused by excessively easy monetary conditions leading to excessive capital intensity of production, producing the use of techniques that would not be viable in normal monetary conditions. No amount of support to expenditure could remedy this situation; only bankruptcy and elimination of the inappropriate technology would create the conditions for future recovery. This was the basis of the idea of the beneficial “bust” creating the conditions for the new boom to take place – attempting to use fiscal or monetary policy to temper the decline would only prolong the date at which the necessary junking of inappropriate investments would take place and the recovery could commence. Thus, instead of the economy having too much capacity which would eventually become profitable in the recovery, Hayek suggested that the wrong techniques of production were embedded in the capital stock; they would never be profitable at normal interest rates, so recovery would only commence once they had been eliminated and replaced by the appropriate technology.

It is clear that the “new economy” expansion has been driven by new technological advances in the field of computing, telecommunications and information and that investment spending in the sector has played a leading role in recent acceleration in economic growth. Although it remains a fairly small part of the economy – its share of GDP was an estimated 8.3 percent in 2000 (up from 5.8 percent in 1990) – it accounted for almost one-third of all output growth between 1995 and 1999. The annual growth rate of private investment in information technology was 19 percent over the 1990s as a whole and accelerated to 28 percent after 1995. In 1999, business spending on information technology equipment and software was responsible for more than 11 percentage points of the 14 percent real growth in total equipment and software spending by business. It seems clear that it is investment in new technology that was the impetus for the recent exceptional growth and employment performance of the US economy. This means that the kind of excess capacity that is present in the economy may be rather different than that of the traditional Keynesian cycle.

Much of this new investment has been driven by companies financed by venture capital. According to figures provided by the US Council of Economic Advisers total venture capital investment jumped from $14.3 billion in 1998 to $54.5 billion in the first three quarters of 2000 alone.\(^\text{10}\) However, industry sources suggest that financing in June 2000 averaged

$350,000 per day\textsuperscript{11}, and $103 billion in 5,380 companies for the year 2000, compared to $59 billion in 3,967 companies in 1999.\textsuperscript{12} Estimates of the total venture capital under management exceed $130 billion. Companies financed by this short-term venture capital were made public via initial public offerings (IPOs), even though they had not yet generated any positive earnings. This created a further massive injection of liquidity into the capital markets, as pension funds, private investors and, above all, foreign investors sought to participate in the new wave of Schumpeterian innovations. In 1999, new IPOs raised over $60 billion in equity and the figure was been matched in 2000 (although the majority was in the first half of the year).

The sudden reversal of expectations concerning the future earnings ability of these companies in the spring of 2000 caused a sharp drop in share prices of high technology stocks (the NASDAQ index which represents the majority of these companies fell from around 5000 to 2500 at the end of the year). The loss in value on stocks initially issued in 1999 and 2000 has been estimated at nearly $300 billion and has brought new issues to a halt by the end of 2000. Thus, in the second half of the year, the new liquidity that had been provided by these issues ceased and, instead, companies have had to meet the financing needs created by their negative cash flows from other sources, causing a drain on liquidity in the market. This has brought investment and expenditures by these new companies to a halt, while the fall in their share prices has made it difficult for them to raise finance from alternative sources. The natural response to a liquidity crisis is to cut employment and investment in an attempt to avoid bankruptcy, but in the presence of negative earnings resulting from the need to establish market share, such a strategy cannot succeed.

These companies produced the so-called high-tech bubble, and the triple-digit price-earnings ratios. But, the flip side of these ratios was an extremely low cost of financing and abundance of liquidity. It is clear that many of the new technology business plans could never have been explored had they been financed by banks at prime rate, just as banks are now unwilling to provide the financing required in the current downturn.

A Hayekian interpretation would find the explanation of the present cycle in the excessive capital intensity of the new techniques due to excessively low borrowing costs as reflected in the extremely high price-earnings ratios. However, in a period of rapid innovation, the full benefits of a new Schumpeterian wave of technological change can only be acquired by allowing the maximum number of alternative applications (see Metcalfe,
1994), and letting the market evaluate the way the new innovations are incorporated into new business plans. Whenever increasing returns are dominant, as is the case in the area of information technology, the firms that set the industry standard for that product are likely to gain a substantial competitive advantage.

Thus, the benefits in terms of higher productivity depend on a large number of firms being able to compete with alternative business plans. This is what the venture capital funds and the IPO market allowed; the low cost of finance provided by the stock market bubble allowed a plethora of new business plans to be explored and to continue to exist even in the presence of sustained negative earnings. The problem was not their capital intensity, as in Hayek’s approach, but that not all of the business plans were valid. As long as the boom continued and cheap financing was available, even the bad plans could attract funding to meet losses. But, as in Hayek’s approach, this excess capacity will not eventually be taken up when demand improves. Thus, the cyclical downturn resembles a process by which the market finally exercises its role in selecting from the wide range of possible applications of information technology innovations those that will be viable on a long-term basis, discarding the rest to bankruptcy.

However, there may be collateral effects of this process which extend to other sectors of the economy. Up until the market correction, the only “market test” of a business plan was the takeover of a high-tech start-up by an existing, successful positive earnings company. Many of these companies, aware of the uncertainty of dominating their markets or the ephemeral nature of that dominance in a period of rapid change, adopted a strategy of diversification. Having identified one business plan that allowed them to generate positive earnings, but uncertain of the future direction of the new innovations, they acquired a range of smaller start-up companies employing different technological approaches, either through direct merger or acquisition of stock. Some have even created their own venture capital funds, such as Intel Capital, which had the highest number of venture capital investments in 2000 at 210.13 As some of these acquired companies face difficulties and sharp declines in stock valuations, the positive real earnings of their acquirers are reduced. Further, a number of more successful companies have also provided a form of venture capital financing to newer start-ups by charging reduced prices, or providing credit through vendor financing or acquisition of stock options. When these smaller companies go bankrupt or meet liquidity difficulties, the parent has to restate sales and take reductions in earnings. In this way, even successful companies will be impacted negatively by the process of selection that is occurring.

---

Finally, although the formal banking system has been largely independent of this process of financing new technology companies, the share of business lending in bank portfolios has risen quickly over the last half of the decade. Much of this lending has been to so-called “old economy” or “blue chip” companies with high credit ratings, either in term lending, in back-up credit lines for commercial paper issues or underwriting and supporting bond financing. But, it is precisely these companies that are threatened by the success of the Schumpeterian process of creative destruction that occurs as high-tech companies supplant older producers\(^\text{14}\) or provide more productive and profitable alternatives. The way for old economy firms to avoid the creative destruction by firms using business plans based on new technology is to incorporate the new technology by making innovative changes in managerial and productive organisation. One of the reasons for the recent jump in productivity in the US economy is that these changes are now starting to permeate the entire economy.\(^\text{15}\)

While the major force in the recent growth of the US economy has been investment, consumption has also expanded strongly, on the back of increased consumer borrowing, as well as the rising share of households holding equity and the rising value of their portfolios. The loss of market values has thus had an impact on household wealth and although consumption spending has not yet started to decline as dramatically, consumer confidence is down sharply suggesting that declining consumer spending will add to the duration of the cycle.

The conclusion is that the current cycle looks much more like a Hayekian cycle in a wave of Schumpeterian innovation, than a simple Keynesian cycle of insufficient aggregate demand. It also suggests that the confidence that has been placed in monetary and fiscal policy in ensuring that the downturn is short may be misplaced. The excess capacity that exists in much of the IT sector is not excess because of insufficient demand, it is excess because it represents investments in non-viable applications of the new technology. Only a process of bankruptcy can eliminate the excess. Further, it is likely that this process will also create financing difficulties for strong companies and balance sheet difficulties for the banking system, reducing investment and liquidity and raising the possibility

\(^{14}\) But, just as IBM was nearly bankrupted by a failure to keep up with the advent of the personal computer market, these changes are usually slow to be introduced. Even established companies like Xerox or ATT, which were considered to have viable business plans meeting the new challenges of IT are experiencing credit rating downgrades on outstanding debt and commercial paper, raising their borrowing costs. See Scherer and Zuckerman, 2000.

\(^{15}\) The Economic Report of the President, p. 122, notes that the introduction of neural networks to control various aspects of the process of steel making can reduce labour requirements per ton of steel from six man-hours to one-man hour.
that even some viable business plans may not survive the liquidity crisis. In such conditions the impact of traditional policy instruments of lower interest rates and lower taxes may have a much lower impact on supporting demand and providing a rapid correction of the cyclical downturn. While the likelihood that this will result in a prolonged period of stagnation is low, the expectation of only a one- or two-quarter downturn seems excessively optimistic.

7 Coordination of Macroeconomic Policies by Industrial Countries

As already noted, global imbalances have generally been accompanied by large interest rate differentials and their resolution has generally been produced through a crisis that precipitated exchange rate instability. The interest rate differentials and exchange rate instability generate international speculative or arbitrage flows that have been a major cause of the instability of emerging market financial systems and exchange rates. The International Monetary Fund is still responsible for exchange rate stability, even though the system now permits free capital flows and flexible exchange rates. Flexible exchange rates may be a suitable mechanism for the major developed country blocs since these are large economies with little dependence on international trade and since firms in developed countries have limited exposure to currency risks because they can invoice in their own currencies. By contrast, sharp exchange rate adjustments in the dollar, yen and euro are a major source of disturbance for developing countries. The majority of developing country financial crises have been connected with sharp shifts in exchange rates.16

Given the degree of global interdependence, a stable system of exchange rates and external accounts would imply coordination among the macroeconomic policies of major industrial countries. However, the calls for sound economic policies have generally been reserved for developing countries without recognising that sharp movements in the major exchange rates can quickly turn sound policies of these countries into near crises. Just as IMF forecasting does not seem to give sufficient weight to increased economic interdependence, IMF surveillance does not generally involve assessment of such interaction or assess the monetary and exchange rate policies of the United States and other major industrial countries in terms of their coherence with global stability and the impact on developing countries. At the same time, developing countries lack effective fora for redress or dispute settlement regarding the negative impacts that monetary

16 See e.g. UNCTAD, Trade and Development Report, 1998.
and exchange rate policies of the major industrial countries produce on their economic performance. In this respect governance in macroeconomic and financial policies lags behind that for international trade, where such mechanisms are part of the WTO regime.

Recent experience suggests that the major developed countries can take action when imbalances become too extreme, as in the Plaza and Louvre agreements and the more recent joint central bank intervention in support of the euro against the dollar. However, if policy adjustments were taken earlier on a coordinated basis the impact would be much greater and the collateral damage on developing countries correspondingly less.

It is often argued that such coordination is impossible, but this view ignores history. The gold standard was an imposed form of coordination in which each country agreed to adjust its domestic policies according to a mechanism that was enforced by the guarantee of free convertibility of domestic currency into gold at a fixed parity. In fact, the coordination was not automatic, but actively overseen by the governors of the central banks of the major developed countries who coordinated their policies in order to preserve the operation of the system (see e.g. Bloomfield, 1959 and De Cecco, 1974).

The difficulty was that this coordination required countries to sacrifice domestic policy goals such as growth and full employment. The Bretton Woods system was supposed to provide a mechanism of coordination that did not require “measures destructive of national or international prosperity”. However, the system did not prove capable of that goal and after the Jamaica Agreements of 1976 recognised the de facto existence of a system of flexible exchange rates, almost all coordination was left to the market mechanism, while exchange rate risk was shifted from governments to the private sector. The result was the increase in financial flows and the advent of financial derivatives to insure against that risk. This increased the private costs of exchange rate volatility as well as the public costs of volatile capital flows. These costs were much more easily borne by the large developed countries than by the developing countries. Thus, the costs of the lack of a formal mechanism of policy coordination were unevenly distributed across countries. In particular they have been borne by developing countries involved in the increasingly frequent and virulent financial crises that have occurred since 1976.

The major industrial countries could make a large contribution to the cause of development by coordinating their policies. They should reform the international financial architecture to create incentives for this policy coordination. In this way, their contribution might be larger than any form of aid.

---
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Comment on “Why Advanced Countries Should Address Global Economic Imbalances,” by Jan Kregel

Zdeněk Drábek

Introduction

Jan comes up with an interesting and rather original explanation of global cycles and imbalances. If I interpret him correctly, he makes the following points. Following the Asian crisis, full-scale, worldwide recovery has never materialised. The main reason is that global economic growth has been narrowly based with only the US being the bright performer. East Asia’s recovery has not taken place as the collapse of financial systems and asset prices made it difficult for Asian firms to finance production and imports. Russia has been overburdened by its external debt (and, one should add, by poor governance and unsuccessful economic policies, and until 1999 by weak oil prices). Japan has been in recession for almost a decade, and its structural weaknesses only reinforce the global imbalances. Europe has been seen as a big hope for global recovery – but its potential role as an engine of global economic growth has not materialised in view of its own linkages to the US economy. Thus, one can observe a “new cyclical pattern” in the global economy. Unlike in the past, a slowdown in one major market/region is no longer offset by an acceleration of growth elsewhere.

How did we get into this situation? Jan puts the blame on several factors. The monetary policy of the US Fed was too loose in 1997-2000, which has led to an unsustainable growth of production capacity. Commodity prices declined in world markets, which has resulted in a deterioration of terms of trade of developing countries. There was also a fundamental change in the structure of savings-investment balances in the US with the dramatic turnaround in the fiscal balance. In contrast, there has not been a desired change in the savings-investment balance in Japan which would be required to stimulate domestic spending. As already noted, the US has become the sole major source of global demand, and the pattern of domestic adjustment has been excessively dependent on monetary policies. Exchange rates, on the other hand, while remaining channels of financial instability, have been far less disruptive in developed countries as compared to developing countries.
The Changing Nature of Global Imbalances and Policies

In commenting on Jan’s paper I would like to make two simple points. The first point is that global economic imbalances and cycles may be taking rather different shapes and patterns than what we observed in the 1970s and 1980s. The second point is that global cycles and imbalances can no longer be treated by macroeconomic policy alone but must be supported by structural reforms. The reason is that international capital movements and economic performance of countries are affected by factors that are of a structural nature, in addition to factors of macroeconomic origin. I shall turn to each of these two points separately.

In the 1970s and 1980s the debate about economic cycles and imbalances was mostly focused on the distribution of current account deficits among the major economies. A current account deficit in, say, the United States was traditionally associated with current account surpluses in Japan and Europe. This meant that the US current account deficits had to be financed by capital inflows into the United States from Japan and Europe (and from some other smaller countries, of course). As the US current account deficits increased, the need for external financing from both Japan and Europe increased. In the 1990s the pattern was similar even though the United States was now also running large current account deficits with China. But that is where the similarities probably also end. Today, the US current account deficits are no longer driven by fiscal deficits – which were dramatically turned into fiscal surpluses – but rather by an equally dramatic decline in the private savings rate.

Japan’s current account surpluses, while continuing to be a permanent feature of the country’s external position, are no longer driven exclusively by growth of exports. Equally important has been the relative stagnation of Japanese imports due to a prolonged domestic recession. The recession persisted virtually throughout the whole decade of the 1990s. The European economic picture has also changed. Earlier recessions produced double-digit unemployment rates, and despite recent improvements, the unemployment situation continues to be a matter of considerable concern in Europe. The unemployment crisis is unparalleled in modern European history.

Using the example of these three major markets, it is evident that both the targets of domestic policies as well as the room for policy manoeuvring have been changed. Policymakers in Japan and Europe may now have to target not only external imbalances but also domestic variables. In the United States, the situation appeared for a long time different; the growing current account deficit accompanied a spectacular domestic growth. Moreover, the use of fiscal policy to restrain domestic aggregate demand
was highly limited in view of the large fiscal surpluses, further increasing
the importance of monetary policy. Today, the situation is different. The
US current account deficit continues to rise but the economy is on the
verge of recession.

Thus, the first big difference in the comparison of today with the past is
the distribution of the growth poles in the global economy. Judging from
the evidence concerning changes in the US current account, I think that
the US has played a major role for the adjustment of particularly South-
East Asian countries. The global markets have been driven in the 1990s by
the rapid growth of the US economy and, until the financial crisis, by
South-East Asia. I was, therefore, rather surprised to read in his paper that
Jan kept emphasising the relatively minor role of the US economy as the
engine of recovery and adjustment in crisis-stricken countries. He even
suggests that the adjustment in South-East Asia was not helped by a rapid
recovery of exports to the US. The figures on Asian exports and current
account balances do not support this view.

The global economic imbalances can no longer be targeted with
macroeconomic tools alone. The reason is, as noted above, the presence of
various structural constraints on the performance of domestic markets in
Japan and the European Union. This is the second big difference.
Structural issues most frequently mentioned in the literature and the
debates about Japan’s economic performance include, in particular, serious
problems of banks, heavy protection of domestic providers of financial
services and of agriculture. These issues, together with persistent defla-
tionary expectations of Japanese households, have been frequently stated as
the most serious impediments to economic recovery. Similarly in Europe,
the main problems are arguably structural rather than macroeconomic.¹
For example, the rigidity of labour markets, the highly restrictive and
interventionist Common Agricultural Policy, and the continued lack of
convergence of economic growth and policies within the EU are just three
examples of structural impediments on European growth.²

Unfortunately, these Japan and Europe-specific issues are not discussed
in the paper as the paper primarily focuses on the US. This is a rather

¹ The problem is more complicated. There is a dynamism between macroeconomic and
structural factors and policies. For example, unemployment cannot be blamed on labour
market rigidities alone. When labour markets are subject to cyclical downturns, the
unemployed may stay out of jobs long enough to lose their skills or may lose interest in new
jobs altogether. In other words, a cyclical unemployment can turn into a structural one. For
more details, see Blanchard and Wolfers (1999).
² While most economists have accepted harmonisation of economic policies as a necessary
condition for a successful functioning of a monetary union, I am aware of the recent work of
Baldwin and Krugman who argue just the opposite with regard to the harmonisation of
unusual omission in the discussion of global imbalances. While there is no doubt that the US is a major if not the major player, any discussion of global issues should also cover the European and Japanese markets. Clearly, the question is if the growth of the US economy is slowing down, can Japan or Europe step in and take over the role of the engine of global growth? Is the Japanese recession itself not a source of major instability in financial markets? Given the importance of intra-European Union trade, can the EU ever become an engine of global growth on the same scale as the US?

Jan makes a distinction between conventional macroeconomic management, particularly Keynesian management of aggregate demand, and contrasts it with something relatively new – and I think quite interesting – that is, with the idea of a Schumpeterian (driven) economic cycle. He then asks the question what this implies for global and national economic management. He comes out with the answer that conventional macroeconomic management based on monetary and fiscal policies will not be sufficient to address domestic recessions due to the structural nature of the problem. I quite like this answer.

Let me turn to this point in some more detail. Starting from the Schumpeterian analysis of cycles, Jan hypothesises that the recent dramatic slowdown in the performance of the US economy is a reflection of “over-investment”, in particular in the sector of information technology. The over-investment has led to what he calls an “information technology bubble”. That is an interesting assertion that deserves serious discussion. But what evidence do we have of a significant over-investment? We can approach the answer from two different angles.

The first litmus test is to assess the aggregate rate of savings, which can be done, for example, through international comparisons. Thus, the question is whether the current level of aggregate domestic fixed investment in the US economy of about 18 percent of GDP (quoted in the paper) is a matter of concern by international standards? Is this a rate that, on the surface, would provide evidence suggesting a major imbalance in the US economy? The answer is that we cannot discern any major “investment bubble” from an international comparison. The Japanese economy, for example, has shown investment rates of about double the US rate.

A similar story can be told from historical comparisons. When we compare the US aggregate investment rates over time we find out, once again, that the 18 percent mark is not out of the ordinary, particularly for an economy that has been undergoing a major structural change. One should undoubtedly ask whether all these investments have not been put in the wrong technology. Jan’s argument indeed implies that there may be some evidence of it. This, too, I would find surprising. When one considers the
evidence on the growth of productivity, for example, it is quite clear that the investments in new technology have made a major impact. Also, when one looks at the pattern of bankruptcies in the US, my feeling is that the companies that have gone bankrupt have not so much failed because of the wrong choice of technology but because of poor execution. Moreover, all of that investment has been obviously fully funded. So, from all these perspectives, which are admittedly somewhat superficial, it is difficult to speak of over-investment.

The second litmus test could be to look at the counter-part of investment, that is savings. Thus, in contrast to the over-investment argument there is another argument that should be emphasised, and that is the question of consumption in the US. As much as Jan argues in terms of over-investment, one could equally argue about the presence of over-consumption. There are three current indicators that would worry me if I were Mr. Greenspan. First, the current level of personal savings is negative – household spending has been driven by increased wealth generated by growing stock market values (the “wealth effect”). This reflects the fact that individual households have significantly increased their holdings of equities and stocks in their portfolios. Second, the overall investment financing is now greatly dependent on foreign savings. This, in turn, is due to the low level of private savings in the US. This increasing dependence on foreign savings must be raising the question of sustainability of investment financing in the future. Third, both household and corporate debt have dramatically increased, which makes the private sector highly vulnerable and sensitive to interest rates movements.

There are three other issues that Jan could have raised in his paper. The first one concerns the conduct of US monetary policy. Has US monetary policy been too tight in the 1990s? In retrospect, there are strong reasons to believe that the answer must be affirmative. This is in spite of the efforts by the Fed to inject additional liquidity into the system in the aftermath of the financial crises in Mexico and later in South-East Asia. The interest rate differentials between the US and Europe (let alone Japan) were high and, not surprisingly, they represented a major incentive for foreign investment into US dollar denominated assets. Admittedly, the real returns on investments were also higher in the US than in Europe or Japan. But even if we net out these “growth” effects, the real interest rates were probably far too high for the “old” economy, in view of the heavy burden of large

---

3 US company Lucent is perhaps a good example even though the company itself has so far avoided bankruptcy. The company has been producing top products in the industry but embarked on highly imprudent and risky practices such as the excessive use of suppliers’ credit. The company has also suffered from other managerial problems.
corporate debt. Moreover, the real interest rates were also beginning to be high in the “new” economy in view of the rapidly declining rates of return in this sector.

The other two issues take us back to structural policies. The first one concerns the conduct of exchange rate policies. There is now growing evidence that the US dollar might be “over-valued”. The most direct evidence is the growing current account deficit, which has now reached dangerous levels. At these levels the capital inflows needed to finance the current account deficit may not be sustainable as investors become increasingly nervous about the impact of a strong dollar on US exporters and on the competitiveness of US producers in general.4

The third and final aspect that is not discussed by Jan concerns what I would call an “asset bubble”. The prices of US dollar denominated assets have increased to such an extent that many respectable commentators have been repeatedly calling for market “corrections”.5 The bubble, too, is due to a number of structural and other non-macroeconomic factors such as the liberalisation of capital markets, the increased role of equities and securities in household portfolios as noted above, psychology and others.6

What Policy Options? - Policy Mixes and Super-Supervisor

What policy conclusions can we draw from this discussion?7 I very much agree with Jan that the first issue on the agenda must be international cooperation. It is inconceivable that global imbalances will be corrected by one single country alone, irrespective of the fact that the country may be quite large. I personally hope that discussions and policy coordination efforts among heads of states and ministers of finance will continue with the present US administration. In the past there has been a recognition of the need to work together, particularly among the G-7 countries, with

4 See, for example, the alarming public letter written by two Nobel Prize winners M. Modigliani and R. Sollow published as an op-ed article in the International Herald Tribune of April 10, 2001.
5 The Financial Times, for example, has been arguing for at least two years that the US stock market is greatly over-valued if measured on the basis of price-earning ratios. They continue to make the same point even at the time of writing this note, despite a major correction that took place at the end of 2000 and beginning of 2001. For a more rigorous analysis, based on “Tobin’s q”, see Smithers and Wright (2000).
6 For a comprehensive review see, for example, Schiller (2000).
7 There is no shortage of recommendations that could be made with respect to a better management of “boom-and- bust” cycles. Most of these have recently been discussed in the context of the new financial architecture. These issues are not covered in my comments, which only refer to the issues raised in Jan Kregel’s paper. For an example of broader policy recommendations see Institute for International Economics (1999).
regard to macroeconomic coordination and exchange rate management. However, the noises that we have heard so far from the US with respect to international cooperation have not been too encouraging. I do not know which way the current US Treasury Secretary will take, but it seems that he is not in favour of such initiatives. On the one hand, the US administration claims to favour a strong US dollar, while at the same time the monetary policy tends to move towards easing. This will either lead to a conflict with the declared objective or it is an “intelligent” way of pushing the dollar down.

Another conclusion that can be drawn from Jan’s paper is that nothing will help to address the “information technology bubble” until the adjustment takes place through a process of bankruptcies. If the IT industry has an excess capacity, it must slim down. But the downward adjustment may not be sufficient given the issues that Jan has raised in the paper and that I have raised now. The response should be a mixture of something more, including measures on the macroeconomic front, especially with regard to US monetary policy.8

The critical components of global policy “packages” must include measures addressing the prolonged stagnation in Japan. It is evident by now that the impetus to Japanese recovery can hardly lie in further fiscal expansion. There are also limits on the effectiveness of Japanese monetary policy considering the low level of interest rates prevailing in the country for several years. Perhaps the best use Japan can make of monetary policy today would be an attempt to “inflate”, with the sole purpose of altering deflationary expectations that seem to have ravaged the consumer spending.9 However, this could be a rather risky and dangerous path, which probably no politician will take upon himself. Moreover, the policy will not work if the principal cause of the stagnation is structural, such as the balance sheet problem of banks, about which we constantly hear.

Thus, the first important conclusion and recommendation that I would draw from the recent experiences of the largest economies is that domestic recession is unlikely to be reversed by a single policy instrument. Restoration of Japanese growth will most likely require a policy mix that addresses the structural problems noted above, in addition to standard macroeconomic policy tools. Such policy mixes will also be needed in the US and in the EU. Which policies will have to be applied will of course depend on the specific circumstances of each country. But long are the

8 It appears that the policy of monetary easing has already been started at the time of writing this comment.
9 This point has been persistently emphasised by Paul Krugman who has been a strong advocate of policies leading to a moderate inflation.
times, in my view, that the treatment of global imbalances can be entirely focused on macroeconomic polices.

The treatment of “booms and busts” originating in global imbalances will require yet another step. Like in the case of banks and other financial institutions for which we require a proper supervision to ensure their sound practices, we need to make sure that countries maintain prudent economic policies. Like banks and other financial institutions, countries often function with borrowed and other external funds. When we supervise banks we do so primarily to ensure that depositors and creditors are not exposed to “excessive” risks. The same logic should basically hold in the case of countries. The exposure by countries to excessive risk has enormously increased with the globalisation of capital flows. Thus, the logical conclusion must be that we are in need of a super-supervisor that would oversee the creditworthiness and the practices of sovereign countries.

This is clearly a radical proposal. Unlike banks and other financial institutions, to use our earlier comparison, supervision of countries may interfere with countries’ sovereignty. The latter could be difficult for countries to accept, and the bigger the country, the more resistance can be expected. The proposal would also have to include detailed recommendations concerning the availability and provision of information, jurisdictions of the super-supervisor, relationship with national authorities, its status and management etc. However, we already have supra-national institutions (e.g. IMF, IBRD, WTO), and we already have an institution that performs some of the supervisory functions – the IMF. The mandate of the latter is limited and would have to be considerably widened to fulfil its new tasks. Most importantly, the countries may only be persuaded to move in that direction if they are convinced that the benefits from more stability in global financial markets outweigh the costs of reduced sovereignty over their economic policies.10

10 Theoretically, one could conceive an alternative system that would be designed on the basis of self-regulation. The system has been proposed as an improvement of the current system of supervision of banks within a country. The proposal has run into a great deal of resistance, and it would be virtually unworkable in the case of a system operating between countries. On the proposal see in particular Calomiris (1998) and American Enterprise Institute (1998).
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Floor Discussion of “Policy Options for Advanced Countries to Address Global Economic Imbalances”

Excessive Spending by the Private Sector and its Lack of Macroeconomic Concern

Manuel Marfán compared the policy problems arising from the combination in the US of a fiscal surplus, a current account deficit and a high rate of economic growth, with the challenges Chilean policymakers – including Marfán himself – were facing in the 1990s.

“We were experiencing an acute policy dilemma because we had a very good fiscal surplus of between two and three percent of GDP and declining inflation, but an increase in the current account deficit. Simple accounting tells you that in a country with an excess of expenditure and a public sector surplus, the main problem is an excess of private expenditure. You know that, in the end, your current account becomes unsustainable. Then you are faced with a very weird policy dilemma.

A contractionary monetary policy alone will not reduce private spending because with an open capital account, the private sector will simply substitute domestic financing with foreign financing. So while this policy will not have much of an expenditure reducing effect, it will appreciate your currency and the last thing you want to do is appreciate your currency even further. The other option is to apply a contractionary fiscal policy and lower your interest rates. That mix will reduce the level of expenditure and change relative prices. However, if you have a fiscal surplus, cutting back on government spending below the level legislated by civil society is politically unfeasible. So what did we do in Chile?

In the beginning, our policy was to increase the international interest rate by means of capital account regulations, which is a way of applying a contractionary monetary policy without the effect of arbitrage with respect to international interest rates. Simply put, you simultaneously raise your domestic interest rate and the cost of borrowing from abroad in order to avoid arbitrage. However, this type of policy does not work either from a political economic standpoint because, if you have a successful economy with many good, low-risk investment opportunities and a high expected rate of return, why should you prevent sound financing?

So in the end, you have a rising current account deficit, pressure to
further increase your fiscal surplus and high interest rates, which appreciate your currency. At some point, this combination of events will explode. In the Chilean case, it exploded by the middle of the 1990s.

Similar things have happened in other economies such as Indonesia, Korea and Malaysia that had a fiscal surplus or balance, a current account deficit and the perception that they were very successful economies. This was also the case of Mexico before the ‘Tequila’ crisis. In Mexico, the fiscal situation was under control after many years of fiscal deficit; they had a fiscal balance in 1993-1994. However, with the current account deficit rising again, the private sector began expanding very quickly and contractionary monetary policy made Mexico even more vulnerable.

The US had the same ingredients. Its economy was perceived as very successful and there was a combination of a fiscal surplus and an increasing trade deficit. Again, there was a policy dilemma because the textbook policy mix prescribed in that case would have further increased the fiscal surplus in order to accommodate the private sector deficit, and would have reduced interest rates as the concomitant monetary policy to contractionary fiscal policy. Again, it would have been an unsustainable policy from a political economy point of view, especially on the eve of a presidential election.

The corollary of all this is that in the context of globalisation, the degree of freedom to manage the macroeconomic cycle is very small, especially for an economy that is perceived as successful. Although I am unsure what the policy response should be, policymakers should realise that private deficits do matter. However, private deficits are generally not included in the policy agendas, especially not in those of the Bretton Woods institutions who say that central banks should care about inflation, and fiscal policymakers should care about having a balance or a surplus.

In my view, the main problem is that, in general, international capital flows tend to go into the economies that are perceived as successful and less risky. In that sense, from a world perspective, the US trade deficit was not all that expansionary. Well, since it was a trade deficit, there was a surplus somewhere else that was expansionary. But the US was also receiving enormous amounts of capital flows, which was contractionary for the rest of the world. With these capital inflows, the private sector in the US could finance its deficit and increase its private debt, which is a true problem now.

I do not hear any discussion in both the developing and developed countries about how to manage excess private expenditures in the context of a globalised economy. I have not seen any macroeconomic text that has suggested a solution to this imbalance, even though the private sector’s behaviour has been the main driving force behind the cycles we have observed since the 1990s.”

Stephany Griffith-Jones agreed that excessive spending by the private
sector lies at the heart of the imbalances that now exist in both the US and the other economies. “This may give some hints as to the policies to be pursued,” she said. “One hint that presents itself is the huge expansion of credit. In the US, a lot of the purchases of shares is funded by loans. The last time that this happened was in the 1920s. In the case of the Mexican boom, prior to the crisis, there was a similar huge expansion of consumer credit and of lending to buy real estate. Maybe one of the instruments that has been disregarded is the policy of controlling private credit, both external and domestic, in a counter-cyclical way.”

Griffith-Jones argued that more attention should be paid to the issue of expectations. “Since economies are so globalised and privatised, expectations are playing a larger role than before. Currently, in the US, although a significant slowdown has been taking place, people in the markets did not notice the imbalances until recently, and now that they see them, they are concerned – even overly concerned. That their extreme concern is making the situation much more dangerous is not news for those of us who have followed developments in emerging markets because that is how all these crises have occurred. It would be important to know how one could influence these expectations.”

Barbara Stallings recalled the winter-spring 1994 exchange in the Financial Times between Alejandro Foley and Pedro Aspe, the then finance ministers of Chile and Mexico. “Their discussion had to do with exactly this point. Alejandro was criticising Pedro for running such a large current account deficit and Pedro said it did not make any difference because there was equilibrium in the fiscal accounts and therefore the private sector would know what to do with the situation. More interestingly, the point I want to follow-up on is the idea that the current account deficit was a temporary phenomenon because it existed in the form of imports of capital goods, the counterpart of the large amount of investment in Latin American economies. The issue was the assumption that ‘if you give us a little time, the problem will resolve itself’. So one way – at least in principle – of trying to get out of the dilemma that Manuel portrayed so vividly is to see if there are ways of providing that extra time. Are there mechanisms, some combination of domestic and international policies, that could provide that extra time?”

José Maria Fanelli questioned the need for reducing private deficits. “Our discussion could be called ‘how to kill a private deficit’. Yet, I wonder why we should even kill it? Maybe there are good private deficits? If we assume that the private sector allocates resources in the best way, increasing its productivity, why should we care about its deficits? Maybe the problem is not how to kill the private deficit but how to correctly manage and allocate the funds from abroad.”
Liliana Rojas-Suárez said that when she was still at the Deutsche Bank a few months earlier, they raised the same question: were current account deficits sustainable? “Our basic conclusion was that we were looking at the wrong side of the external sector, that current accounts had a counterpart on the capital account. The question of whether the current account was sustainable or not is really the question of whether the stock of indebtedness was sustainable or not. Basically, that significantly relates to, first, the kind of inflows that are financing the current account and second, the productivity contribution of those flows. When people discuss whether current account deficits are good or bad, the focus is on the wrong part of the balance sheet. If it is financing the right project without distortions from the government, and it is a highly productive project, that project itself can justify a sustainable current account deficit. On the other hand, if it is based on an unsustainable stock of inflows, then you have a problem with the current account deficit.”

John Williamson stressed that one should look at both the quality and the size of the current account deficit. “Whether it is financing increased investment or reduced savings, as was actually the case in Mexico, is relevant, but size is relevant too. There are a series of cases where countries have invoked what we in England call the ‘Lawson doctrine’, which states that the private sector deficit does not matter. The first place I heard this was right here in Chile in 1980-1981 sitting in this very chamber. That is what was being said at that time. Later, we heard it in Britain in the late 1980s and in Mexico in the mid-1990s. Beyond a certain size, one really needs to worry about the current account deficit. I certainly agree that all deficits should not be ruled out. Rather, one should look at how they are financed and what they are financing.”

Manuel Marfán deepened the discussion by looking more closely at the private sector’s behaviour. “There is no reason why any particular private agent is going to internalise the macroeconomic costs of the private sector’s behaviour. It is no wonder that we have observed a currency appreciation in all these economies. The private sector has accounted for a lot of excess foreign currency because they are borrowing heavily from abroad. If you have an exchange rate misalignment from a more structural perspective, there is no private agent that will behave in a way that will correct that because he has no incentive to avoid macroeconomic vulnerability. Avoidance of macroeconomic vulnerability is a public good and that is why you have monetary policy in almost all the countries of the world.

Another disease that can be observed in some of these countries is asset inflation. Again, why should any particular private actor behave in a way so as to counter-effect asset inflation when the profits he makes are precisely the results of asset inflation, and where he tries to flee before the bubble
explodes? In these types of cycles, there are incentives for the private sector to behave in a way that aggravates the macroeconomic imbalance. When you have an appreciating currency, excess borrowing from abroad becomes even cheaper because when you repay your debt you do it with an appreciated currency. If you are a rational private agent and consider this a misaligned exchange rate, then the rational bet should be ‘I should repay my debt before this bubble explodes.’ So what do you do? You borrow in the short-term market, which is precisely what should not be done from a macroeconomic standpoint.

The main problem is that while the private sector has good leverage ratios in its own balances, from an aggregate public standpoint the resulting overall economic imbalance may become very dangerous. So there are many public goods that the private sector is not internalising in its behaviour. That is precisely the responsibility of the macroeconomic authorities of the country. However, they usually do not care about private sector deficits.”

Stephany Griffith-Jones added: “Referring to what Liliana said, of course it is true that the kind of inflows that are funding the deficit are important, but the problem is that during the debt build-up you are not exactly sure how volatile and reversible these flows are. I was at the Czech Central Bank when it had inflows of 16 percent of GDP. We did not know how reversible these flows were because even the FDI flows tended to have derivative positions and mechanisms to protect the private sector and make it easier to leave, which is good for them but more difficult for the country.

Similarly, in East Asia we all believed that the structure of flows was quite long-term until it changed very quickly at a time when the statistics and perceptions were not fully understood. Transparency of what the financial actors were doing internationally would have helped, but there is this very difficult dilemma. Therefore, I agree with John’s point that in the end the size of the deficit always tends to be the bottom line. The expectation that you can somehow get around it does not tend to work. Barbara asked, ‘How do you provide for this extra time?’ I think that is very close to the nature of the funding. If you are subject to funding that is very easily reversible and subject to expectations, it becomes very difficult and you do not have the extra time.”

Zdeněk Drábek disputed Marfán’s view that the private sector has little concern for macroeconomic issues. “Why would the private sector not be willing to internalise macroeconomic concerns? When I was working for the Czech government, prime minister Klaus was very proud of saying that the reason why finance minister Balcerowicz in Poland failed was that he never went out to talk to the private sector about the conduct of macroeconomic policy. Klaus was very proud that he spent most of his
time on the road explaining the government’s policies. I think that it would really be in the interest of the private sector to know whether it over-borrows abroad at a time when domestic interest rates are increasing. Why would the private sector not understand that there could be excess borrowing?"

Liliana Rojas-Suárez followed-up: “The private sector is very concerned about the risks it takes. The problem is that the risks have been taken away from the private sector and absorbed by the government. The private sector is willing to become over-indebted because of the deposit insurances, the explicit bailouts and the promises of fixed exchange rates. If they do not have to hedge or save and if they are not properly supervised, why should they care? If these wrong government policies are not addressed, the private sector will remain unaware of the risks it incurs or perceive them as being absent.”

Manuel Marfán insisted on the private sector’s lack of concern for the macroeconomic soundness of a country. “There are many examples of why the private sector behaves in this apparently non-rational way. During the 1990s, all the international crises began in countries that were exhibiting fiscal surpluses and large current account deficits. The opening up of the capital account implied a race between different private sector holdings over who would have a larger share of the asset properties within the country. When you have that type of competition, in the end, the group that buys the most assets from already existing assets by borrowing abroad is the largest risk seeker. The final equilibrium point of the economy is determined by the least risk adverse participants of the private sector in this type of risk.

I would say that, in general, private investors do not know very much about macroeconomics. They hire people that know, and depend very heavily on their credibility. If an expert says that private sector deficits do not matter, then the investors do not care about private sector deficits. I went to the World Bank meetings in October 1998 in Washington at a time when international investors were panicking and fleeing to safety. The only thing they cared about was how contaminated the Chilean economy was by the Brazilian case. When they made the investment they did not ask that question because Chile was a very popular, safe place to invest and they did not have the time and did not want to spend the money to make a rational, well-informed decision.”

**US Domination and G-7 Coordination**

Amar Bhattacharya brought the discussion back to Jan Kregel’s original point that in the end, the issue of global imbalance is dominated by one
country, the US. “That is true and it is also true that in the US the private sector imbalance dominates. However, the interesting question is: what are the policy conflicts that will play out in the US and to what extent do they have symmetrical repercussions in the rest of the world? For example, when the US is put in the position of not only having to deal with a continuing current account deficit but also declining capital inflows at the same time, it creates an exchange rate conundrum. The pressure on the US dollar puts the Fed in a position of having to defend the dollar with high interest rates, when, at the same time, the economy is going into a tailspin. The unwinding of the US deficit has a disproportionate bearing on the global imbalance.”

Zdeněk Drábek disagreed with the view that it is only one country that matters. “Other poles of growth centres also matter a great deal. The US has been growing much faster than Europe, which was growing much faster than Japan, which has not been growing. In the global economy, who is the engine? Is there one or are there several? If there has been only one, or one and a half and Japan was out of it, I would be concerned. So far we have been discussing issues of macroeconomic policies, but if the growth of Japan and the European Union also matters, then structural issues need to be considered too. In order to make recommendations about how to deal with boom-and-bust cycles and address global economic imbalances, one also needs to be concerned with the relationship between the macroeconomic policies and the structural constraints that exist in some of these major economies, particularly Japan and the European Union.”

José Antonio Ocampo wondered what sort of G-7 coordination would be needed to avoid a world recession and whether Europe would be able to apply counter-cyclical policies. “In order to avoid a world recession or slowdown, should coordination among major economies mean some sort of expansionary policy in Europe or Japan? Japan has been trying to do that for several years with little success. One thing that has struck me about the European cycles is that they are very similar to Latin American cycles. I always think that we in Latin America are highly dependent on US cycles, but why should Europeans follow the same sort of cycle? Does that mean Europe does not have enough policy autonomy? Is Europe unable to undertake counter-cyclical monetary policies because of a dominance or fad in the way of doing monetary policy? The US has practiced some sort of counter-cyclical policy, and, as Jan shows in his paper, the result was extremely pro-cyclical for the US. In 1998, the US lowered interest rates in an effort to avoid a world recession but it unexpectedly turned out to be an extremely pro-cyclical policy for the US, which probably further fed the bubbles. Even if we agree that macroeconomic coordination among major G-7 members is needed, what sort of international
rules have to be designed for that to have effect? In my view, European monetary policies have been extremely pro-cyclical through the 1990s at least.”

John Williamson disagreed with Ocampo’s suggestion that European monetary policy has been pro-cyclical. “I think there was one pro-cyclical incident in that awkward phase when Europe more or less had a fixed exchange rate, but monetary policy was being fixed by one country, Germany. While monetary policy in 1992 was anti-cyclical from a German standpoint, it created a recession in the rest of the area that did not have the same positive shock coming from German re-unification. While there was a real problem there, I don’t think that you can otherwise make that case at all.”

José Antonio Ocampo retorted: “It is quite paradoxical that the European business cycle is actually quite similar to the US business cycle. There was a slowdown in 1995, a boom in 1997, a slowdown after that and then a boom in 2000. The pattern is the same as in Latin America. However, the business cycle of Latin America is determined by capital flows and moderate but generally pro-cyclical policies. So my question is: what is happening in Europe? Does it not have enough freedom to isolate itself from these cycles?”

Stephany Griffith-Jones gave her view of Europe’s monetary policy. “The things that are driving the European monetary policy have to do partly with the policy of the European Central Bank, which does not have employment growth, for example, as an objective while the Fed does. The other thing is that European monetary policy has been driven by the process of the euro and a certain recessionary bias in the Maastricht criteria, which many people argue is not necessary. There were problems within the European economy that made the macroeconomic response quite restrictive, but it did not really have to be that restrictive.”

John Williamson elaborated on the feasibility of G-7 policy coordination. “Should we be thinking of creating a dispute settlement mechanism in the financial regime, as Jan Kregel suggested in his paper? Unfortunately, that is not the way macroeconomic coordination has traditionally been advanced. Any suggestion that macroeconomic coordination meant that country number one, let’s not give it a name, should subjugate its national interests to helping other countries was regarded as simply inadmissible. There should be a mutual gain and not an expectation that some countries will change their behaviour so as to advance the interests of other countries. One cannot get an audience for a discussion about this issue unless one starts from that position. I may regret it, but that is the way I tried to formulate my suggestions about macroeconomic policy coordination in the 1980s.”

Suppose that one does start from that position, where does that lead you? The basic thesis in Jan Kregel’s paper is that there are some real shocks coming from the developed world in terms of variations in the level of aggregate demand, and exchange and interest rates that have some very adverse repercussions on developing countries. How does one try to address such shocks? In terms of aggregate demand, any suggestion to developed countries that they pump up demand to levels that are too high, inflationary in the present day in age, is going to be unacceptable.

The argument is then made in Jan’s paper that Europe and Japan were essentially overestimating their natural rates of unemployment in the 1980s and 1990s when they could have had more demand without having significantly more inflation. Finally, during the US’ experiments in the second half of the 1990s, everyone was very pleasantly surprised to find that you could get more growth if you didn’t automatically step on the brakes when unemployment hit the latest estimate of the natural rate; in this case you could just ease it down. While this is probably a valid point to criticise macroeconomic policies, I am not sure if one needs to look for a new macroeconomic policy regime.

Regarding exchange rate volatility, the interests of developing countries are not at stake unless they themselves put them at stake. Surely, the East Asians suffered because the dollar appreciated. But why did they suffer? Because they pegged to the dollar instead of to a basket of currencies. The remedy was in their own hands! So here I disagree with Jan. When it comes to interest rates, on the other hand, I tend to agree. There is nothing that developing countries can do to defend themselves against variations in interest rates. As we just heard from Manuel Marfán, Chile tried but had very limited success and eventually ran into the same sorts of problems. However, it was rather interesting that Manuel said that, apart from Singapore and Ireland, the other similar countries all ran into crises, and because Chile did not, it might suggest that there was some value in the maligned capital inflow restrictions after all.

What can one do about it? My suggestion in the 1960s and the 1980s was very similar to Jan’s suggestion, which involves an active fiscal policy, which is not very popular nowadays. That argument says that President Bush should have indeed proposed a tax increase although it wouldn’t have gone down well with the US Congress.”

Rogério Studart pointed at yet another problem of US’ domination of global cycles. “I think that the financial problems that the US is facing at the moment are going to strongly affect FDI in developing countries. For countries like Brazil and Mexico, this is going to be a huge financial problem. Why? Because in most of these countries, FDI has been based on mergers and acquisitions of firms, which have been financed through the
issuing of bonds in highly liquid markets in the US. That liquidity is now shrinking and transnational companies are having a problem of finding other sources of finance.

Nowadays, Brazil is financing a huge part of its balance of payments through FDI. We can make adjustments in the flows, but how can we make adjustments in the stocks? We need to refinance the stocks and if we cannot get it from FDI, where is it going to come from? If there is a decline in FDI this year, which I think is going to happen because of the declining mergers and acquisitions boom, Brazil and Mexico are going to face problems. What kind of policies could be drawn in order to face the huge stock disequilibrium problem that most of the developing countries now have?”

Reply by Jan Kregel

“John Williamson raises a very important point about how a dispute settlement procedure for financial policy conflicts should be viewed. While the WTO represents a dispute settlement mechanism for trade factors, there is currently no such mechanism for settlement of financial policy conflicts. For some time, we at UNCTAD have informally been suggesting some sort of forum in which developing and developed countries could meet and discuss how interest and exchange rate policies in developed countries affect developing countries.

When the Bretton Woods System was set up, the idea of exchange rate management was to eliminate the exchange rate as a commercial policy tool. An institution was set up to stabilise exchange rates so that exchange rate adjustments would respond to the so-called ‘fundamental factors’, but not be used as an aggressive tool of commercial policy. Interest rates more or less serve in the same category. According to the Fleming-Mundell model, you use interest rates to allow you to run a larger commercial deficit to pursue full employment than you might have done in the past.

Basically, behind the entire Bretton Woods System there is an idea that some sort of framework should be set up to stabilise exchange rates which provides a common benefit for everybody involved. The problem is that after the Jamaica agreements, although this presumption was maintained, there were no formal guidelines set down as to how intervention would occur in order to prevent exchange rates from being used or moved in ways that provided commercial benefit.

This is precisely the case of ‘overshooting’. There is nothing that tells us precisely when an exchange rate change gives a country an advantage in commercial policy by overshooting. We raised this issue of a potential WTO arrangement in dispute settlement with the idea that there would be
some sort of mechanism and principles outlining when intervention should occur on which everybody agreed. Regarding how they should be set up, I have already mentioned John’s proposal for pegging exchange rates to real effective exchange rates. If free trade is the best overall system for maximising the benefit of everybody concerned, we need some sort of exchange rate stability that prevents exchange rates from distorting the free trade system. It would be to the benefit of everybody concerned to set down precise regulations, which do not exist in the Jamaica agreements, in order to create a dispute settlement. If a country did not respond to the ‘Williamson Rules’ then they could be taken to the equivalent of the WTO because they did not adjust their fiscal deficit and caused some damage. There should be the presumption that there is a common benefit to exchange rate stability.

In response to Rogério’s question about stocks and flows, I again refer to the Fleming-Mundell model which presumes that you can have all sorts of flows and not pay any attention to the stocks that were built up and the problems they might eventually cause. If there is an ignorance of the stock problem, it comes from this model, which uses interest rates in order to generate flows that allow you to run particular current account positions. However, if you do this over a long period of time, you start building up stocks and, eventually, private financial market participants will recognise these as Keynesian finance schemes. Countries that have to continue borrowing in order to meet their interest payments on the outstanding stock of debt will eventually be cut off from the provision of finance and then you do run into a crisis.

It should be pointed out that the US is the basic economy driving the system and if it moves dramatically for a long period, you will have two particular problems. One is the demand impact, which is going to be very strong and direct. The second is the experience of 1998 when we saw a position that threatened the persistence of the US expansion. In particular, there was a drying up of financing in high-yield markets for a large number of US companies that were driving the expansion. This led to a very sharp run to liquidity and an appreciation, rather than a depreciation, of the dollar. It would be extremely negative for the rest of the world if this happened again.”
Part II

Policy Options for Developing Countries to Counter Boom-Bust Cycles
Counter-Cyclical Policies in the Developing World

José Antonio Ocampo

1 Introduction

The volatility and contagion characteristic of international financial markets which dominated emerging economies during the 1990s have long historical roots. Indeed, from the mid-1970s to the end of the 1980s, Latin America and other regions in the developing world experienced a long boom-bust cycle, the most severe of its kind since that of the 1920s and 1930s. The shortening and the intensity of boom-bust cycles have been distinctive features of the recent decade.

Viewed from the perspective of developing countries, the essential feature of instability is the succession of periods of intense capital inflows, in which financial risks significantly increase, facilitated and sometimes enhanced by pro-cyclical domestic macroeconomic policies, and the latter phase of adjustment, in which not only these risks are exposed but also the pro-cyclical character of the measures adopted to “restore confidence” amplify the flow (economic activity) and stock (portfolio) effects of adjustment processes. An essential part of the solutions to these problems lies in strengthening the institutional framework to prevent and manage financial crises at the global level. This paper looks, however, at the role of developing countries’ domestic policies in managing the pro-cyclical effects of externally generated boom-bust cycles. It draws from an extensive recent literature on the subject and from the experience of Latin America in the 1990s. It is divided into seven sections. The first two look at the international asymmetries that lie behind and the specific macroeconomics of boom-bust cycles in the developing world. The following four sections

---

1 See, for example, in relation to Latin America, Bacha and Díaz-Alejandro (1982).
2 There is an extensive literature on these issues. See, for example, Eatwell and Taylor (2000), Eichengreen (1999) and Ocampo (1999, 2001).
4 Latin America’s experience is regularly analysed in ECLAC’s economic surveys. See also CEPAL/ECLAC (2000a, 2001a and 2001b).
look at the exchange rate regime, liability policies, prudential regulation and supervision, and fiscal stabilisation. The final section presents some conclusions.

2 International Macroeconomic and Financial Asymmetries

The dynamics of boom-bust cycles is deeply rooted in the operation of financial markets, but also in some basic asymmetries which characterise the world economy. These asymmetries have largely (though not exclusively) centre-periphery dimensions. The first of them is basically macro-economic. It is closely associated to the fact that the centre economies’ national currencies (now regional in the case of most members of the European Union) are also international currencies. This gives them some degree of freedom in the use of national monetary policies to manage domestic business cycles – although this might come at the possible cost of exchange rate fluctuations in the current world of floating exchange rates among major currencies. Through the effects of monetary policies on economic activity and the exchange rates, the centre economies generate externalities to the rest of the world that are not internalised by policymakers. These externalities are intensely felt in the developing world, which must adjust to them, lacking the freedom that the ability to supply international currencies provides. Putting it succinctly, whereas the centre of the world economy is made of “policy making” economies, the periphery is largely “policy taking”.

Indeed, developing countries are expected to behave in ways that generate “credibility” to financial markets, which implies, in particular, that they are expected to adopt pro-cyclical (austerity) policies during crises. This generates, in turn, economic and political economy pressures to also adopt pro-cyclical policies during booms. Non-financial agents and financial intermediaries resist restrictions that authorities may impose on their ability to spend or lend during booms, whereas authorities are only happy to have some breathing space after a period of austerity. Expressed in another way, not only are the incentives to adjust absent during booms, but the drastic application of austerity rules during crises distorts the incentives that economic agents and authorities face throughout the business cycle.

The sharp distinction between “policy takers” and “policy makers” certainly goes a long way to summarise a major feature of the international economy today. However, it should be qualified in two important ways. First of all, to the extent that there are domestic policy alternatives, developing countries are not entirely “policy takers”. This paper is precisely...
focused on such anti-cyclical policy alternatives. This does not, however, eliminate the basic assertion that current incentives in the world order push them in the opposite direction, i.e. towards pro-cyclical policies. Second, the degrees of freedom of macroeconomic policy vary greatly among the centre economies, and are certainly greater in the country that has the major international currency (the United States) than in the rest of the industrial world.

The macroeconomic asymmetry we have emphasised has, as a counterpart, basic asymmetries in financial markets. Four must be singled out:
(a) between the size of developing countries’ domestic financial markets and the size of the speculative pressures they may face;
(b) the nature of the currencies in which external debt is denominated;
(c) significant difference in the maturities supplied by domestic financial institutions; and
(d) the depth of domestic financial (particularly security) markets.

Viewed as a whole, this implies that domestic financial markets in the developing world are significantly more “incomplete” than those in the industrial world, indicating that some financial intermediation must necessarily be done through international markets. It also implies that integration into international financial markets is integration between unequal partners.

The associated risks can only be partly covered (e.g. currency risks of large non-financial intermediaries) or partly corrected by domestic policy actions. However, most of the policy actions that emerging economies can adopt to prevent risks merely reflect (or reproduce) rather than correct the macroeconomic and financial asymmetries we have mentioned. In a very deep sense, developing countries thus face country rather than currency risks; the latter are, in a way, a mere manifestation of the former.

3 The Macroeconomics of Boom-Bust Cycles

The association between capital flows – and, more particularly, the net resource transfer – and economic growth has been a strong feature of Latin America in the 1990s (and, for that matter, the past quarter century), as Figure 1 indicates. This fact highlights the central role played by the mechanisms by which externally generated boom-bust cycles are transmitted.

---

5 See, on this, the very interesting remarks of the Council on Foreign Relations Task Force (1999), Chapter III.
6 CEPAL/ECLAC (2000a, Chapter 8); Studart (1996). Hausmann’s (2000) concept of “original sin” captures the second and third of these asymmetries.
These mechanisms are well known. The boom encourages an increase in public and private spending, which will inevitably lead to an adjustment whose severity will bear a direct relationship to how excessive spending levels were, as reflected in accumulated liabilities, and to the degree of mistrust generated among market agents. Temporary public sector revenues and readily accessible external credit during booms generate an expansion of public sector spending, which will be followed by a severe adjustment later on when those conditions are no longer present. A private lending cycle is generated by shifts in the availability of external financing and the cyclical patterns of international interest rates and spreads; availability and spreads are associated, in turn, to significant asymmetries in risk evaluation during booms and crises. Private sector debt overhangs accumulated during the boom will subsequently trigger a sharp contraction in lending, usually accompanied by a deterioration in bank portfolios.

**Figure 1  Latin America: Net Capital Inflows and GDP Growth**
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*Source: ECLAC.*

Furthermore, poor prudential regulation and supervision of financial systems, and a lack of experience of financial agents in evaluating risks will lead to a significant underestimation of risks, reinforcing the credit expansion during the boom. Both phenomena are characteristics of periods of rapid financial liberalisation. Nevertheless, even well-regulated systems are subject to periodic episodes of euphoria when risks are underestimated. Private sector borrowing and spending sprees spur sharp upswings in the prices of certain assets (particularly financial instruments and real estate). This produces a wealth effect that, in turn, accentuates the boom in
spending, but the reverse will hold when spending, borrowing and, consequently, asset prices fall.

Capital account booms – as well as high export prices – will also induce exchange rate appreciation and strong adverse pressures on exchange rates and interest rates during the ensuing busts. In turn, exchange rate fluctuations will have significant wealth effects in countries with large net external liabilities. The capital gains generated by appreciation during booms further fuel the spending boom, whereas the capital losses generated by depreciation have the opposite effect and may weaken domestic financial intermediaries. Thus, the wealth effects of exchange rate variations are certainly pro-cyclical in debtor countries. The income effects may have similar signs, at least in the short run.

The associated macroeconomic volatility is costly in both economic and social terms. In economic terms, it increases uncertainty, reduces the efficiency of fixed capital investment and leads economic agents to prefer “defensive” microeconomic strategies that avoid committing fixed capital in the production process. For all of these reasons, it discourages investment. The higher risk levels faced by the domestic financial system biases lending to shorter maturities, reducing its ability to intermediate the savings-investment process and generating a riskier financial structure (see Section 5). In turn, exchange rate appreciation during booms may generate “Dutch disease” effects on tradable sectors which become permanent if significant learning processes are present. In social terms, there is growing evidence in Latin America of ratchet effects of employment, poverty and income distribution through the business cycle, associated to permanent losses in human capital during crises.

The most important policy implication of the high costs of externally-generated boom-bust cycles is that the developing country authorities need to focus their attention on crisis prevention, i.e. on managing booms, since in most cases crises are the inevitable result of poorly managed booms. Concentration of attention in crisis prevention recognises, moreover, an obvious fact: that the degree of freedom of the authorities may be greater.

---

7 This is a characteristic of “Dutch disease” effects in their dynamic version. See Krugman (1990, Chapter 7) and van Wijnbergen (1984).
8 The aggregate unemployment rate of Latin America (and of several individual countries) shows such a pattern: a sharp increase during the “Tequila” crisis that had not been entirely reversed when the Asian crises hit and increased it again. The evolution of poverty in the region over the past two decades shows the same pattern: an increase in the 1980s that was not entirely reversed in the 1990s, despite the fact that by the end of decade per-capita GDP was above the 1980 level. The patterns of poverty in Argentina and Mexico through crisis and recovery show a similar performance, as reflected in the fact that by 1997 and 1998 poverty was not back to 1994 levels. See CEPAL/ECLAC (2000a, Chapter 8; 2000b, Chapter 1) and Lustig (2000).
during booms than during crises. The way crises are managed is not irrelevant, however. In particular, different policy mixes may have quite different effects on economic activity and employment, on the one hand, and on the domestic financial system, on the other.

The following sections of this paper argue for a mix based on four different sets of policies: (a) managed exchange rate flexibility cum capital account regulations to provide room for anti-cyclical monetary and financial policies; (b) strong “liability policies” to improve the debt profiles of the countries (which include but go beyond capital account regulations); (c) an anti-cyclical management of prudential regulation and supervision of domestic financial systems; and (d) fiscal stabilisation. All policies have limited effects, given the reduced degree of freedom that authorities face and the reduced effectiveness of some instruments in globalised markets. Thus, pragmatic policy mixes in which these different elements support each other in their anti-cyclical task are called for. The specific emphasis will vary depending on the macroeconomic constraints and traditions of each particular country.

4 The Exchange Rate Regime

In today’s open developing economies, the exchange rate regime is subject to two conflicting demands, which are not easily reconcilable. These demands are closely associated to the more limited degree of freedom that authorities face in a world of limited policy instruments and reduced policy effectiveness.

The first is a demand for stability. It comes from trade, but also from the capital account and domestic price stability. With the dismantling of traditional trade policies, the real exchange rate has become a key determinant of international competitiveness. Given the central role that exports play in the growth process, competitive real exchange rates are essential for sustained economic growth. From the point of view of the capital account, a “hard peg” is seen as a useful instrument to avoid the pro-cyclical wealth effects of exchange rate fluctuations in countries with significant liabilities denominated in foreign currencies.9 Finally, from the point of view of macroeconomic policy, stability is associated with the need to anchor the price level as part of anti-inflationary programmes or, more generally, to guarantee price stability in small open economies. It should be emphasised that these two demands for stability may be inconsistent with that which comes from trade. Thus, an anti-inflationary programme or hard pegs lead

9 See, for example, Hausmann (2000) and Calvo (2000).
many times to overvalued exchange rates that run counter to the objective of international competitiveness.

The second is a demand for flexibility. It also comes from both the trade and the capital account. On the trade side, exchange rate flexibility has been traditionally seen as a useful instrument to accelerate real exchange rate adjustments in the face of external shocks (terms of trade changes, exchange rate adjustments or growth trade of major trading partners, etc.). Also, boom-bust cycles in international capital markets generate a demand for flexible macroeconomic variables to absorb, in the short run, the positive and negative shocks they generate. Given the reduced effectiveness of some traditional policy instruments in open economies, particularly monetary policy, the exchange rate plays an essential role in helping to absorb such shocks. This demand for flexibility explains the fairly broad trends towards greater exchange rate flexibility that characterises the world economy since the breakdown of the dollar standard in the early 1970s.

The relevance of these conflicting demands is not captured in the call by many analysts to adopt either of the two polar exchange rate regimes, either a totally flexible exchange rate or a currency board (or outright dollarisation). Indeed, the case for polar regimes is a call to recognise that policy autonomy is quite limited in today’s world and, thus, that any attempt to manage the conflicting demands on exchange rate policy should be abandoned. The “revealed preference” of authorities in the developing world has been, on the contrary, to choose intermediate regimes of managed exchange rate flexibility (such as crawling pegs and bands, and dirty flotation), in an attempt to reconcile these conflicting demands.10

Currency boards certainly introduce built-in institutional arrangements that provide for fiscal and monetary discipline, but they reduce and, in the limit, eliminate the room for stabilising monetary and credit policies – both of them necessary to prevent crises and to facilitate recovery in a post-crisis environment. It thus tends to generate stronger swings in economic activity and asset prices. Probably as a result of this, these arrangements are not speculation-proof. More generally, they are not free from pro-cyclical, externally induced pressure on interest rates. In this regime, adjustment to cyclical or structural overvaluation (if the economy gets “locked” in an overvalued exchange rate during the transition) is painful, as it relies on open deflation to operate. Structural overvaluation in a currency board regime may thus become a bet to slow economic growth (mixed with strong business cycles).

10 For recent defenses of intermediate regimes, see CEPAL/ECLAC (2000a, Chapter 8), Frankel (1999), Williamson (2000) and part III of this volume. For an interesting review of the recent controversy on exchange rate regimes, see Velasco (2000).
On the other hand, the volatility characteristic of freely floating exchange rate regimes increases the costs of trade transactions, thus reducing the benefits of international specialisation, and may be subject to “Dutch disease” effects during booms. Moreover, they run the risk of merely becoming a different way of transmitting boom-bust cycles through the pro-cyclical wealth and (possibly) income effects of exchange rate variations. Moreover, anti-cyclical monetary or credit policies under freely floating exchange rate regimes with open capital accounts enhance cyclical exchange rate fluctuations. Indeed, the key problem faced by the authorities during booms in economies with open capital accounts is that the capital market exerts downward pressure on interest rates, appreciation pressure on the exchange rate, or a combination of the two. In these cases, any attempt by policymakers to counteract the upward trend in private and public spending by using contractionary monetary policies will only fuel the trend towards exchange rate appreciation. The opposite occurs during crises. Thus, if authorities consider that the exchange rate fluctuations generated by boom-bust cycles are too strong to start with, they may be encouraged to use monetary policy to smooth out such fluctuations. Thus, the “monetary autonomy” features of free floating may not materialise.

The ability of a flexible exchange rate regime to smooth out the effects of externally generated boom-bust cycles thus depends on the capacity to effectively manage an anti-cyclical monetary and credit policy without enhancing pro-cyclical exchange rate patterns. This is only possible in managed exchange rate regimes *cum* capital account regulation. It is only in this case that we can speak of effective, though certainly limited, “monetary autonomy”. During periods of euphoria, this means that macro-economic policies must focus on mitigating upward pressures on private and public sector spending through contractionary monetary (classical open market operations, sterilised accumulation of international reserves, and higher reserve or liquidity requirements) or credit (caps on credit growth) policies, supported by capital account regulations that restrict the additional capital inflows induced by upward pressures on domestic interest rates. During crises, it means that the ability to effectively use monetary policy as an expansionary policy tool without generating excessive devaluation may require effective regulations to avoid capital outflows. To avoid credibility issues and guarantee effectiveness, the basic mechanisms of capital account regulation should be in place *throughout* the business cycle, and should be tightened or loosened depending on the phase of the cycle (see Section 5 below).

Although intermediate regimes thus provide the only framework for anti-cyclical policies in “business cycle/policy taking” countries, and thus some degree of “monetary autonomy”, their scope is limited. First, it
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depends on the effectiveness of capital account regulations as a macroeconomic policy tool, a point which we will return to below. Second, all intermediate (“dirty”) options are subject to speculative pressures if they do not generate credibility in markets, and the costs of defending the exchange rate from pressures is very costly in this context. Third, sterilised reserve accumulation during booms is also costly. Although the additional reserves may provide additional “self-insurance” during the ensuing crises, sterilisation may generate significant quasi-fiscal losses.

Available Latin American evidence is difficult to evaluate in the light of incomplete evidence on certain regimes (particularly, the absence of sustained clean floats – the closest example being Mexico since the Tequila crisis) and frequent regime changes. Figures 2 and 3 provide some evidence.

Figure 2 indicates that a low degree of real exchange rate volatility has been characteristic of quite different exchange rate histories, including Argentina’s currency board but also Costa Rica’s crawling peg (cum highly publicly-controlled domestic financial sector) and Peru’s highly managed float. The highest volatility has been characteristic of Brazil which tried, unsuccessfully, to defend an overvalued exchange rate inherited from the Real Plan. El Salvador, with a virtual peg, and Colombia, which had through most of the decade a system of exchange rate bands, have also experienced high real exchange rate volatility. On the other hand, there is only weak association between real exchange rate volatility and GDP volatility, and only a weak negative association between the first of these variables and GDP growth. Argentina, under the currency board regime, may be viewed as an example of lack of exchange rate flexibility generating high GDP volatility (the highest in the region after Venezuela).

Generally speaking, authorities have found it difficult to undertake anti-cyclical monetary policies under all regimes. Broadly speaking, interest rate movements follow the external cycle in all countries: an increase during the Tequila crisis, a reduction during the capital boom that followed, and an increase during the 1997-1999 international financial crisis (see Figure 3). The intensity of these cycles varies according to country and through time. Argentina under the currency board has not been immune to upward pressures on interest rates during crises – strong during the Tequila crisis and somewhat weaker but repetitive during the recent crisis – and, as indicated, has experienced the strongest business cycle. However, the highest interest rates have been characteristic of episodes in which the authorities have used contractionary monetary policy to avoid or slowdown devaluation pressures in the foreign exchange market. This is the case of Brazil from late-1997 to early 1999, Chile in the second semester of 1998, Colombia during most of 1998 and part of 1999, Mexico during the Tequila crisis,
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and Peru during the second semester of 1998 and most of 1999. All these episodes were very costly in terms of economic activity. The parallel movement of exchange rates and interest rates is striking in some countries, particularly in Mexico and Peru. True episodes of “monetary autonomy”, in the sense that we have used this term above, have been rare, but have been more frequent in Chile and Colombia, the two countries that have used more actively capital account regulations as a complement to exchange rate policy.

5 Liability Policies

The accumulation of risks during booms will depend not only on the magnitude of domestic and private debts but also on their maturity structure. Capital account regulations thus have a dual role, as a macroeconomic policy tool which provides some room for anti-cyclical monetary policies, and as a “liability policy” to improve private sector external debt profiles.\footnote{The emphasis on liabilities rather than balance sheets here recognises the fact that they are the most important element of national balance sheet for short-term macroeconomic purposes, together with liquid assets.}

Viewed as a macroeconomic policy tool, capital account regulations are aimed at the direct source of the boom-bust cycles: unstable capital flows. If they are successful, they will provide some room to “lean against the wind” during periods of financial euphoria, through the adoption of a contractionary monetary policy and reduced appreciation pressures. If effective, they will also reduce or eliminate the quasi-fiscal costs of sterilised foreign exchange accumulation. During crisis, they may also provide “breathing space” for expansionary monetary policies.

Viewed as a liability policy, capital account regulations recognise the fact that the market generously rewards sound external debt structures.\footnote{An excellent recent treatment of this issue is Rodrik and Velasco (2000).} This is because, during times of uncertainty, the market responds to gross, rather than merely net, financing requirements, which means that the rollover of short-term liabilities is not financially neutral. Under these circumstances, a time profile that leans towards longer-term obligations will considerably reduce the level of risk. This indicates that an essential component of economic policy management during booms should be measures to improve maturity structures, of both the private and the public sector, and both external and domestic liabilities.

The greatest innovation in this sphere made during the 1990s was unquestionably the establishment of reserve requirements for foreign-
currency liabilities in Chile and Colombia. The advantage of this system is
that it creates a non-discretionary prudential price incentive that penalises
short-term foreign-currency liabilities more heavily. The corresponding
levy is significantly higher than the level that has been suggested for an
international Tobin tax.\textsuperscript{13}

There is fairly broad agreement on the effectiveness of this mechanism
as a liability policy, but considerable controversies about its role as a
macroeconomic policy tool.\textsuperscript{14} Indeed, as indicated in the last section,
neither country has been free from pro-cyclical macroeconomic policy
patterns. However, judging from the solid evidence on the sensitivity of
capital flows to interest rate spreads in both countries, reserve require-
ments do influence the volume of capital flows at given interest rates. In
Colombia, where these regulations have been modified more extensively
over the years, there is strong evidence that increases in reserve require-
ments have reduced flows\textsuperscript{15} or, alternatively, have been effective in increasing
domestic interest rates.\textsuperscript{16}

Some problems in the management of these regulations have been asso-
ciated with changes in the relevant policy parameters. The difficulties
experienced in this connection by the two countries have differed. In
Chile, the basic problem has been the variability of the rules pertaining to
the exchange rate, since the upper and lower limits of the exchange rate
bands (in pesos per dollar) were changed on numerous occasions until they
were abandoned in 1998. During capital account booms, this gave rise to a
“safe bet” for agents bringing in capital since when the exchange rate
neared the floor of the band, the probability that the floor would be
adjusted downward was high. In Colombia, the main problem has been the
frequency of the changes in reserve requirements. Changes foreseen by the
market have sparked speculation, thereby diminishing the effectiveness of
such measures for some time following the requirements’ modification. It
is interesting to note that in both countries, reserve requirements have
been seen as a complement to, rather than as a substitute for, other
macroeconomic policies which have been certainly superior in Chile.

The three basic advantages of this regime are its prudential nature, its
simplicity and its non-discretionary character. Capital account regulations

\textsuperscript{13} The equivalent tax in 1994-1998 was about 3% in the Chilean system for one-year loans,
and an average of 13.6% for one-year loans in Colombia and 6.4% for three-year loans.

\textsuperscript{14} For documents which support the effectiveness of these regulations, see Agosin (1998),
Agosin and Ffrench-Davis (2001), Le Fort and Budnevich (1997), Le Fort and Lehman
(2000), Cárdenas and Barrera (1997), Ocampo and Tovar (1999) and Villar and Rincón
(2000). For an opposing view, see de Gregorio, Edwards and Valdés (2000) and Valdés-Prieto

\textsuperscript{15} Ocampo and Tovar (1999).

\textsuperscript{16} Villar and Rincón (2000).
during booms, which have a preventive character, are certainly preferable to crisis-driven quantitative controls during crises. Indeed, such controls generate serious credibility issues and may be ineffective since a tradition of regulation and supervision may be necessary to make them operative. Indeed, permanent regulation regimes that are tightened or loosened through the cycle are superior to the alternation of free capital mobility during booms and quantitative restrictions on outflows during crises. However, simple quantitative restrictions that rule out certain forms of indebtedness (e.g. short-term foreign indebtedness, except trade credit lines) may also be preventive in character and simpler to administer in underdeveloped regulatory regimes.

These direct regulations on the capital account can be partly substituted by prudential regulation and supervision as an alternative to capital account regulations. In particular, higher liquidity (or reserve) requirements for the financial system’s foreign-currency liabilities can be established. Also, the rating of domestic lending to firms with substantial foreign liabilities can be reduced and the provisions associated to such loans increased. The main problem with these options is that they have no effect on the foreign-currency liabilities of non-financial agents and indeed may encourage them to borrow more abroad. Accordingly, it needs to be supplemented with other disincentives for external borrowing by those firms, such as tax provisions applying to foreign-currency liabilities (e.g. allowing only partial deductions for interest payments abroad), public disclosure of the short-term external liabilities of firms and regulations requiring rating agencies to give special weight to this factor.17

In the case of the public sector, direct control by the Ministry of Finance (in some cases by the Central Bank) is the most important liability policy, including control on borrowing by other public sector agencies and autonomous sub-national governments.18 Public sector debt profiles that lean too far towards short-term obligations may be manageable during booms, but may become a major destabilising factor during crises. This remark is equally valid for external and domestic public sector liabilities. The most straightforward reason for this is that residents holding short-term public sector securities have other options besides rolling over the public sector debt, including capital flight. This is even clearer if foreigners are allowed to invest in domestic public sector securities.

Thus, when gross borrowing requirements are high, the interest rate will have to rise in order to make debt rollovers attractive. Higher interest rates are also immediately reflected in the budget deficit, thereby rapidly

---

17 For an analysis of this issue, see World Bank (1998), p. 151.
18 CEPAL/ECLAC (1998b), Chapter VIII.
changing the trend in the public sector debt, as happened in Brazil in the late 1990s. In addition, rollovers may be viable only if risks of devaluation or future interest rate hikes can be passed on to the government, generating additional sources of destabilisation. Mexico’s widely publicised move to replace in 1994 peso-denominated securities (Treasury Certificates or Cetes) by dollar-denominated bonds (Tesobonos), which was one of the crucial factors in the crisis that hit the country late in that year, was no doubt facilitated by the short-term profile of Cetes.\(^{19}\) The short-term structure of Brazil’s debt is also the reason why, since late 1997, fixed-interest bonds were swiftly replaced by variable-rate and dollar-denominated securities, which cancelled out the improvements that had been made in the public debt structure since the launching of the Real Plan. On the contrary, Colombia’s excellent external debt profile and the relatively sound maturity structure of its domestic public sector liabilities, in conjunction with its lower levels of indebtedness, were positively reflected in spreads during the recent crisis, despite its deteriorating fiscal position.

The extent to which it will prove possible to issue longer-term domestic debt securities will depend on the depth of the local capital market, a characteristic that includes the existence of secondary debt markets to provide liquidity to those securities. For this reason, measures designed to deepen the countries’ credit and capital markets play a crucial role in improving domestic debt profiles. This statement is also valid for an adequate development of long-term private capital markets. However, due to the lower risk levels and the greater homogeneity of the securities it issues, the central government has a vital function to perform in the development of longer-term primary and secondary markets for securities.

6 Anti-Cyclical Prudential Regulation and Supervision

One of the painful lessons that have been learned during recent decades in Latin America, as in the rest of the world, is just how costly financial crises are in terms of duration and cumulative loss of GDP.\(^{20}\) Some of the largest costs have to do with the sharp reduction in the time horizon of firms experiencing difficulties. The losses are not only of a short-term character since they involve physical assets of firms as well as intangibles (including human and social capital and firms’ business reputation, along with the consequent loss of business contacts) that have taken years to build up.

---


Also, the credit system is paralysed for long periods, thereby slowing the recovery of economic activity.

The origins of problems that erupt during financial crises are well known. Generally, they are the result of a rapid increase in lending and weak prudential regulation and supervision, a combination that becomes explosive under conditions of financial liberalisation in the midst of an external capital boom. The underestimation of risks characteristic of environments of economic optimism is then mixed with inadequate practices for evaluating risks, both by private agents and by supervisory agencies.

This underscores just how important the sequencing of financial liberalisation processes is and, in particular, how necessary it is to make such liberalisation contingent upon the prior establishment of appropriate prudential regulation and supervision and the design of satisfactory information systems to guarantee a proper microeconomic functioning of markets. Since the learning process – by financial intermediaries, depositors and the authorities – is not instantaneous, the liberalisation process needs to be gradual in order to guarantee that financial intermediaries have the time they need to learn how to manage higher risks, depositors how to use the new information channels, and the authorities how to supervise the system more strictly and how to modify prudential regulations and reporting requirements on the basis of accumulated experience.

Prudential regulation should ensure, first of all, the solvency of financial institutions by establishing appropriate capital adequacy ratios relative to the risk assumed by lending institutions, strict write-offs of questionable portfolios and adequate standards of risk diversification. In developing countries, the corresponding regulations should take into account not only microeconomic, but especially the macroeconomic risks they face. In particular, due attention needs to be paid to the links between domestic financial risks and variations in interest and exchange rates. Due to the greater financial volatility that characterises these countries, capital standards should probably be higher than those proposed by the Basel Committee on Banking Supervision of the Bank for International Settlements. On the other hand, strict regulations should be established to prevent currency mismatches (including those associated with hedging and related operations), to reduce imbalances in the maturities of assets and liabilities of financial intermediaries and the timely write-off of due loans. Prudential regulation should be particularly strict with respect to the intermediation of short-term external credits.

In addition, prudential regulation needs to ensure adequate levels of

---

21 For an interesting analysis of the problems created by these mismatches and their effects during recent crises, see Perry and Lederman (1998).
liquidity for financial intermediaries, so that they can handle the mismatch between average maturities of assets and liabilities associated to the financial system’s essential function of “transforming maturities” which generates risks associated to volatility in deposits and/or interest rates. This underscores the fact that liquidity and solvency problems among financial intermediaries are far more interrelated than traditionally assumed, particularly in the face of macroeconomic shocks. Reserve requirements, which are strictly an instrument of monetary policy, provide the liquidity in many countries, but their declining importance makes it necessary to find new tools. Moreover, their traditional structure is not geared to the specific objective of ensuring financial intermediaries’ liquidity. The most important innovation on this area is undoubtedly the Argentine system created in 1995 which sets liquidity requirements based on the residual maturity of financial institutions’ liabilities (i.e. the number of days remaining before reaching maturity).\textsuperscript{22} These liquidity requirements – or a system of reserve requirements with similar characteristics – have the additional advantage that they offer a direct incentive to the financial system to maintain a better liability time structure.

Properly regulated and supervised financial systems are structurally superior in terms of risk management, generating incentives for financial intermediaries to avoid assuming unmanageable risks during booms. Nonetheless, they are incapable of internalising all the collective risks assumed during such periods, which are essentially of a macroeconomic character and entail, therefore, coordination problems that exceed the possibilities of any one intermediary. Moreover, they have a pro-cyclical bias in the way they operate. In fact, it is during crises that, albeit with some delay, the excess of risk assumed during economic booms becomes evident. This ultimately makes it necessary to write-off loan portfolios – thereby reducing financial institutions’ capital and, hence, their lending capacity. This, in conjunction with the greater subjectively perceived level of risk, is what triggers the “credit squeeze” that characterises such periods.

This is why instruments need to be designed that will introduce a counter-cyclical element into prudential regulation and supervision. First of all, provisions should be estimated when loans are disbursed on the basis of expected losses, taking into account the full business cycle, rather than on the basis of effective loan delinquency or short-term expectations of future loan losses, which are highly pro-cyclical. This means, in fact, that provisioning should approach the criteria traditionally followed by the insurance rather than the banking industry. Moreover, prudential regulation and supervision should be strengthened during periods of financial euphoria to

\textsuperscript{22} Banco Central de la República Argentina (1995), pp. 11-12.
take into account the increasing risks that financial intermediaries are incurring. Within the realm of monetary and credit policy, higher reserve requirements or restrictions on credit growth during boom periods can perform this function. Within that of regulatory policy, additional prudential provisions or liquidity requirements, especially for short-term liabilities, can be established or raised. Ceilings on the reference price for financial and real estate assets that are to be used as collateral for loans could also be imposed (e.g. a provision under which no more than a specified, decreasing proportion of an asset’s commercial value may be used for this purpose). Deposit insurance may also be raised, and stricter standards for debt classification and write-offs could be adopted. Capital adequacy ratios should preferably focus on long-term solvency criteria, but could also be eventually raised during periods of financial euphoria.

During financial crises, although authorities must adopt clearly defined rules to restore confidence, the application of stronger standards should be gradual to avoid a credit squeeze. Of course, in order to avoid moral hazard problems, authorities must never bail out the owners of financial institutions, guaranteeing that their net worth is written off if the institutions are intervened.

It must be emphasised that prudential regulation and supervision have limits and costs that cannot be overlooked. Stricter standards in developing countries to manage macroeconomic risks increase the costs of financial intermediation, reducing international competitiveness and creating arbitrage incentives to use international financial intermediation as an alternative. Some classic objectives of prudential regulation, such as risk diversification, may be difficult to guarantee when macroeconomic issues are at the root of the difficulties. Moreover, as indicated, prudential regulation involves some non-price signals, and prudential supervision is full of information problems and is a discretionary activity susceptible to abuse, indicating that the faculties of the authorities must be subject to strict limits and controls.

7 Counter-Cyclical Fiscal Management

Regardless of what exchange rate and capital account regime countries choose, fiscal policy always provides a useful counter-cyclical device. The importance of countering excess spending during booms became quite clear in Latin America during the debt crisis of the 1980s when the over-expansion of externally financed public expenditure during the preceding boom generated, in almost all countries, fiscal imbalances that ultimately proved to be untenable. The painful lesson learned was that the lack of
fiscal discipline during booms is extremely costly. A greater degree of fiscal discipline was thus maintained throughout the 1990s.

Nonetheless, the return to a more orthodox policy stance has entailed the continued implementation of unmistakably pro-cyclical fiscal practices.\(^{23}\) This is attributable to the tendency for public revenues to behave pro-cyclically. Under these conditions, setting fiscal targets independently of the business cycle implies that spending during booms is partly financed by temporary revenues. Given the inertia of current spending and pro-cyclical debt service patterns – a reflection of pro-cyclical interest and exchange rates – sharp fluctuations in public sector investment may be required, generating high costs and inefficiencies.

Other pro-cyclical rules are associated to explicit or implicit guarantees granted to the private sector. A case in question is the implicit guarantees of financial risks, which are reflected in the rescue packages for both domestic financial intermediaries and private firms with large external liabilities. A second case is public sector guarantees to private sector investments in infrastructure (such as minimum revenue or profit guarantees, or explicit coverage of exchange rate risks). Guarantees have three elements in common: (a) they are not always transparent; (b) they encourage private spending during booms; it is, thus, during periods of euphoria that implicit public sector spending in the form of an equivalent insurance premium is actually incurred, indicating that accrued public sector spending during these periods is underestimated; however, (c) disbursements (cash spending) are incurred during crises, increasing borrowing requirements and crowding out other public sector spending. They thus encourage pro-cyclical private and public sector spending in non-transparent ways.

It is, therefore, necessary for authorities to set fiscal targets in terms of some sort of definition of the structural budget deficit. This means, first of all, that countries need to design mechanisms to sterilise temporary fiscal revenues. The experience gained from the use of stabilisation funds for commodities with significant fiscal impact – the National Coffee Fund in Colombia (the first of its kind), the copper and petroleum stabilisation funds set up in Chile and, more recently, the petroleum stabilisation funds of Colombia and Venezuela – must be extended to broader fiscal stabilisation funds.

A well-designed social safety net to protect vulnerable groups during crises is another useful alternative, particularly if mixed with funds to finance them that are accumulated during booms. An essential advantage of social safety nets is that spending is intrinsically counter-cyclical.

In any case, in order to avoid unsustainable trends in the public sector

\(^{23}\) See CEPAL/ECLAC (1998b).
debt, a counter-cyclical management of public finances during booms is essential in order to manage crises. Setting annual target for the budget deficit without reference to the business cycle actually implies the existence of a narrow time horizon, a practice that reflects risk-aversion on the part of authorities. This is why the development of suitable institutions for broadening that horizon, such as fiscal stabilisation funds or properly designed social safety nets, is essential in order to preclude a return to practices seen in the past.

These policies must be complemented with adequate mechanisms to manage public sector guarantees. With respect to financial risks, the liability and anti-cyclical regulatory policies analysed in previous sections are the proper answer. In relation to other guarantees, it is necessary that the “insurance premium equivalent” of such guarantees be regularly estimated and budgeted, and the corresponding resources transferred to special funds created to serve as a backup in the event the corresponding contingencies become effective.

It should be emphasised, finally, that an anti-cyclical fiscal policy greatly facilitates a broad prudential regulation of booms. In particular, the counterpart of resources accumulated in fiscal stabilisation funds should be increased accumulation of foreign exchange reserves and reduced currency appreciation. Such reserves also provide “self-insurance” against sharp cuts in foreign exchange availability and are the necessary counterpart to smoother fiscal adjustment during crises.

8 Conclusions

Given existing asymmetries in the world economy, the volatility of capital flows generates strong pro-cyclical performance in “policy taking” developing countries. An essential part of the solution to this problem lies in strengthening the institutional framework to prevent and manage financial crises at the global level. This paper focuses, however, on the room for domestic anti-cyclical policies in the developing world, which is a necessary counterpart of such international architecture.

The basic claim of the paper is that adequate anti-cyclical policy packages can be adopted based on a mix that involves: (a) managed exchange rate flexibility cum capital account regulations, preferably reserve requirements or Tobin taxes on inflows that have a prudential character; a well-managed flexibility is a better alternative than the choice of polar regimes in order to deal with the conflicting demands that foreign exchange rate systems face today, whereas capital account regulations may be essential to guarantee some effective monetary autonomy; (b) strong “liability
policies”, aimed at improving private and public sector debt profiles; prudential capital account regulations provide such an instrument in the case of private liabilities, but a mix of prudential regulations and explicit taxation of external liabilities may also do the job; (c) strong prudential regulation and supervision of domestic financial systems, with anti-cyclical instruments; and (d) counter-cyclical fiscal stabilisation funds and adequately-designed social safety nets.

All policies have, nonetheless, limited effects given the more reduced degree of freedom that developing country authorities face in globalised markets. Thus, pragmatic integrated strategies in which these different elements support each other in their anti-cyclical task are called for. The specific emphasis will vary depending on the macroeconomic constraints and traditions of each particular country.
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Comment on “Counter-Cyclical Policies in the Developing World,”
by José Antonio Ocampo

Liliana Rojas-Suárez

José Antonio’s paper reminded us of the deeply pervasive characteristics of the boom-bust cycles in emerging markets and made a number of specific policy recommendations to deal with them. I want to focus my comments on José Antonio’s proposals.

Basically, the policy proposals in the paper derive from fully recognising the extremely high level of economic and financial volatility prevailing in emerging markets. In this context, it is unthinkable that policymakers could decide on policies without taking into account the highly volatile nature of the environment. In other words, while policymakers cannot know when the economy will be hit by another shock, they know that the probability of a shock hitting the economy at any time is extremely high. A policymaker from an emerging market who is not prepared for such an eventuality is, simply put, not suitable for the job.

High levels of economic and financial volatility in emerging markets can be associated with two major characteristics of these economies. The first is the lack of continuous access to international capital markets and the second is the lack of developed domestic capital markets. These two constraints create a major policy puzzle: On the one hand, due to the lack of sufficient domestic capital, policymakers would like to see foreign capital flowing into the country. On the other hand, however, they also know that capital inflows can reverse very quickly at any time, creating large disturbances in the domestic economy.

With this analytical framework in mind, I would like to focus on the recommendations in the paper, which can be summarised as: (a) managed exchange rate flexibility, (b) strong liability policy, (c) anti-cyclical management of regulation and supervision, and (d) anti-cyclical fiscal policies. My comments will focus mostly on the issue of exchange rate regime and the issue of financial supervision, but I also want to make brief comments on the other two recommendations.
Fiscal Policies

Regarding fiscal policies, I could not agree more with José Antonio’s policy recommendation for anti-cyclical fiscal management. It is a policy that has been on the reform agenda for a long time, but has only been adopted by very few countries. Let me give you the example of a small country in Latin America: Peru. The country is currently facing a major political crisis, right after the shock from the international financial crisis. However, in spite of all these negative events, the forecasted recession in the country is not as large as most of its neighbouring countries and the crisis does not seem to be out of control. I believe that a major reason for minimising the negative effects of the shocks can be attributed to the policymakers’ past decision to build a stabilisation fund with the resources from privatisation. While these resources are now almost depleted, the availability of a financial cushion greatly helped to minimise the recession.

In my own view of the world, I would go one step further and suggest that countries should not only build a fiscal stabilisation fund, but that the resources of the fund should be placed in a trust. Experience shows that very often these stabilisation funds do not work because they lack credibility. The fear is that at the first sign of political weakness the accumulated funds would be used for political, rather than economic, purposes. But if these resources were placed in a trust fund that delineates very clearly the conditions under which the accumulated resources could be used, the effectiveness of a stabilisation fund as a counter-cyclical tool would be greatly enhanced.

Liability Policies

With respect to the liability policies suggested in the paper, there is no question that a debt structure with emphasis on longer-term maturity is more adequate. However, I would like to make two comments to José Antonio’s recommendations. First, the issue is not only to engage in longer-term maturity, but also to smooth the profile of amortisation payments, because of the uncertainty of adverse external shocks. Even if the debt was initially structured to have a long-term maturity, say 10 to 15 years, if the economy is hit by a shock at the same time that a large proportion of the debt matures, policymakers may find themselves facing severe difficulties in rolling over maturing debt. Thus, the smoothing of the profile of the amortisation payments is a definite must.

Also in this regard, an additional point that I want to stress is that policymakers should not ignore the behaviour of dividend payments associated with FDI during “bad” times. What very often happens is that in bad times...
foreign investors accelerate both, dividend payments and capital depreciation. As a result, these outflows actually add to the debt amortisation payments. Thus, while the advantages and long-term benefits of FDI should be recognised, it is also necessary to keep in mind that outflows associated with FDI could actually increase in periods of economic problems.

**Exchange Rate Policies**

Concerning the issue of exchange rates, I fully agree with José Antonio’s remarks about the importance of country risk relative to exchange rate risk. Indeed, in my own research I have found strong evidence that the so-called “country risk” or “default risk” is a major factor determining domestic real interest rates. The evidence shows that “country risk” sets a floor to the country’s ability to reduce real interest rates. Movements in the real interest rate determined by changes in expectation of exchange rate changes tend to be temporary. In contrast, measures of “country risk” and domestic real interest rates tend to converge in the long run.

This result has a key policy implication: since “country risk” seems to be more important than exchange rate risk in the determination of domestic real interest rates, the focus of the policy debate needs to be redirected from an excessive discussion on the “right” exchange rate regime to the design of policies aiming at improving the perception of creditworthiness by foreign investors. These policies usually are well beyond the issue of the exchange rate regime, and instead, tend to be concentrated on structural issues such as political stability, appropriate fiscal management, adequate regulatory and supervisory framework for financial institutions and appropriate legal and judicial systems.

**Capital Controls**

An issue where my views differ from those in the paper is the treatment of capital controls. While I agree with some form of controls on the inflows, there should never be controls on the outflows. There is a very simple reason for that: a control on the outflows is really an impediment to FDI because it is a constraint about the timing when foreign investors can repatriate profits or pay dividends abroad. I find that problematic. If I offer any support for controls, it is on the inflows and not on the outflows.

Now, when capital controls – even if just on the inflows – are combined with sterilised intervention, I have an even bigger problem. Over and over again, it has been demonstrated that sterilisation of capital inflows tends to aggravate rather than solve the problem of excessive inflows. The difficulties arise because in “good times”, when inflows are entering the economy,
governments seek to control (what is perceived as) an excessive appreciation of the exchange rate (if the exchange rate is not completely fixed) or an unsustainable expansion of domestic credit (in the case of more rigid pegs) through sterilisation procedures. Sterilisation, however, keeps domestic interest rates high, which promotes more capital inflows. This, in turn, means that the policymakers would have to tighten capital controls. Thus, policymakers may find themselves trapped into a vicious circle of higher interest rates and tighter controls which becomes very difficult to manage. Indeed, the evidence has repeatedly shown that this policy regime has not been possible to maintain on a sustained basis.

Inflation Targeting

In my view, the exchange rate regime that works best for Latin America is one where flexibility is the general rule, but intervention through increases in domestic interest rates is allowed if expectations of large exchange rate depreciations have a negative impact on expectations of inflation. In other words, I am among those who believe that, among the alternatives, inflation targeting is a good idea for the region. Why? First of all because I strongly believe that, facing severe and sudden reduction in access to international capital markets, it is not a good idea for a Latin American country to pre-announce a level or even a band for its exchange rate. In the highly volatile environment faced by Latin America, an exchange rate that seems perfectly consistent and sustainable at one point in time may turn out to be perceived as unsustainable if there is a reversal of creditworthiness perceptions about the country. Thus, from my perspective, any pre-announced path for the exchange rate is a call for future problems. Based on my own personal experience working in Wall Street, I know that markets will speculate against a fixed or targeted exchange rate regime at the first sign of trouble.

Inflation targeting allows policymakers to determine a rule regarding intervention in the exchange rate markets. The rule can be very simple and transparent: the exchange rate will be allowed to float unless there are clear signals that a given path of exchange rate depreciation is preventing the central bank from achieving its targeted and announced inflation rate. This, of course, implies the existence of an important “pass-through” from exchange rate depreciations to the inflation rate. Indeed, a number of empirical analyses have shown that the extent of pass-through varies significantly across Latin American countries, with Mexico showing the highest rate of pass-through. While, due to the history of extremely high rates of inflation, the pass-through coefficients tend to be much higher in Latin American countries than in industrial countries, the evidence also seems to
show that these coefficients have been declining over time, as inflation rates have remained low on a sustained basis. A clear inflation-targeting rule would predict that exchange rate intervention would tend to decrease over time as the pass-through factor also declines.

Mexico is a good example of a country following a full-fledged inflation-targeting scheme, which, at times, has called for increasing domestic interest rates to achieve the announced inflation target. Indeed, recently, the authorities have been criticised for keeping a policy of high interest rates at a time when the signs of a severe slowdown (or even a recession) in the US economic activity are mounting. In the view of a number of analysts, the high level of correlation of economic activity between the US and Mexico calls for an easing of monetary policy. However, the slowdown in US economic activity is expected to bring about a deterioration in Mexico’s trade balance and significant pressures on the exchange rate, which from the perspective of the Central Bank of Mexico may risk the achievement of the pre-announced inflation target of 6.5 percent by the end of 2001. Thus, the continuation of a tight monetary policy in Mexico is a clear reflection of the priority given by the Central Bank to keep inflation in line rather than use monetary policy to re-activate the economy.

The Quality of Credit

I will now move to the issue of supervision and regulation. I firmly believe that, while avoiding an unsustainable expansion of credit is essential, the most important challenge for policymakers is to control the “quality” of credit. Let me give you an example to explain my statement. One of the most important reasons why an outflow of capital creates a problem is because companies are indebted in foreign currency whereas the revenues they generate are in domestic currency. The problem, therefore, is a currency mismatch between assets and liabilities, that is allowed to expand, not just in the balance sheets of creditors (banks), because that is easier to regulate, but in the balance sheets of debtors (corporations). Therefore, if corporations had an incentive to hedge against their exposure to foreign currencies, policymakers would be less concerned about the consequences of a possible reversal of capital outflows. However, because of the lack of development of domestic capital markets, hedging instruments are not easily available to many domestic firms.

This situation then begs the question: what should the right focus of policy be: (a) should policymakers restrict credit expansion in foreign currency to all sectors because of the non-existence of hedging instruments? or, (b) should credit be allowed more freely to those sectors where hedging is available (like the export sector)? or, (c) should policymakers focus on
the development of capital markets and the availability of hedging instruments?

I believe that, while not simple at all, the answer lies more towards (b) and (c) than towards (a). In other words, policies that tend to limit the overall expansion of credit (say, through the use of monetary instruments) are less useful than those that allow the expansion of credit towards the least risky sectors (say, through regulation and supervision). And here, José Antonio remarks provide some insights. When José Antonio tells us that a depreciation of the exchange rate is going to affect the non-tradable sector more adversely than the tradable sector, he is also telling us that the tradable and non-tradable sectors of the economy do not face the same risks. Since José Antonio fully recognises that, given the high volatility in emerging markets, the probability of changes in the real exchange rate is very high, shouldn’t he also question why bank loans to the tradable sector are treated (from a regulatory point of view) in the same way as bank loans to the non-tradable sector?

**Adequate Regulation in Emerging Markets**

From my point of view, a serious problem in the area of bank regulation and supervision is the way in which emerging markets are implementing the recommendations put forward by the Basel Committee. As we all know, those recommendations were designed taking into consideration the characteristics of industrial countries. However, emerging markets have particular features such as the lack of access to international capital markets, the lack of developed domestic capital markets, and the high pass-through between exchange rate changes and inflation. These specific issues do matter for the appropriate design of regulatory and supervisory rules in the financial sector of emerging markets, but are not at all contemplated in the design of the Basel recommendations.

If you are a policymaker facing all the constraints intrinsic to emerging markets, why should you follow the Basel recommendations at face value? Facing more uncertainties, shouldn’t you keep a more cautious attitude toward risk? Shouldn’t you then require banks to have larger amount of capital and/or tighter provisioning rules when holding liabilities issued by the riskier sectors? Now, what sectors are riskier? We have already argued that the non-tradable sector tends to be riskier than the tradable sector in emerging markets, but that is not the end of the story. Take, for example, the distinction between private versus public sector assets. In the Basel recommendations regarding risk-weighted capital-to-asset ratios the amount of capital that a domestic bank in any country needs to hold is much lower if the bank holds an asset issued by the government than if it is
issued by the private sector. This is the case because, under the prevailing Basel capital adequacy requirements, government paper carries much lower risk weight (zero, actually) than private sector notes. This is very understandable in, say, the United States where Treasury bills can be considered a “safe” asset, but this is certainly not the case in emerging markets, where a number of examples of default on government paper can be named. Moreover, the strict application of the capital-adequacy requirements can explain a current feature of the financial sectors in many emerging markets: namely, that a large proportion of assets held by banks are government, rather than private paper.

Moreover, in a recent empirical study aiming at identifying early warning indicators of banking problems in a number of countries that had experienced severe banking crisis, I reached a strong conclusion: Supervisory ratios work as early warning signals of banking problems only if there is a market to validate them.1 Not surprisingly, the risk-weighted capital-to-asset ratio did not provide adequate signals of bank problems in recent banking crises since emerging markets lack well-developed domestic capital markets.

In the United States, the traditional supervisory ratios, such as capital requirements, do a good service to bank supervisors because there is a well-developed capital market. In that country, the supervisory tools and the market work together, they reinforce each other. In emerging markets, that is not the case at all. Now, this does not mean that supervisors in emerging markets cannot have an adequate early warning system. Of course they can. The trick is to identify financial markets that work and then base the supervisory tools on the signals provided by these markets. What financial markets work in emerging markets? The deposit market is a major one and, as such, the behaviour of the deposit rate usually provides useful signals about the degree of risk-taking activities of individual banks. In many countries, the inter-bank market also works appropriately. As my paper on early warning indicators shows, at time of crisis, these markets were able to provide “good” indicators of problems to come. The basic message is that if banks’ attitude toward risk were assessed by indicators based on markets signals, rather than by those implemented in industrial countries, supervisors would be able to show a much better track record in forecasting banking problems than the record actually held.

To conclude, my main point is that while we all recognise the specific features that distinguish emerging markets from industrial countries, the policy prescriptions are not always in line with the recognition of existing
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constraints. What works in the industrialised part of the world may not be
effective in emerging markets. The good news is that, as a paper like that
of José Antonio shows, adequate policy recommendations can be designed.
Among my comments, I have provided an example of how appropriate
early warning signals can be constructed to serve as adequate tools for
effective supervision in emerging markets.
Comment on “Counter-Cyclical Policies in the Developing World,” by José Antonio Ocampo

Amar Bhattacharya

The basic premise of José Antonio’s paper is that capital flows to developing countries tend to be pro-cyclical, leading to an increased propensity for boom-bust cycles. I agree with this premise and I also agree with José Antonio that you need an eclectic response. You should respond in various ways, considering, as Liliana said, elements that reinforce one another and are specific to country circumstances. I will begin by elaborating a little bit on the framework that is in the paper and add a few elements that are implicit in talking about the boom-bust cycle.

One way to talk about capital flows to developing countries is pro-cyclical. The other way is to talk about the amplification effect of financial integration in terms of inherent boom-bust cycles. Any financial system amplifies boom-bust cycles, and a financial system of a developing country that is integrating with the world economy amplifies these cycles even more. This seems inevitable because a developing country’s financial system is subject to all of the institutional weaknesses and informational asymmetries that we know so well. This creates a number of problems.

Responding to Vulnerabilities

The first problem I see is that the initial stages of financial integration lead to a large and quick build-up of vulnerability. That is the basic point José Antonio makes in his paper. But there are three other problems that flow from it:

Firstly, the same nature of international lending that leads to the amplification of boom-bust cycles, also leads to a very rapid withdrawal of capital, which pulls the rug out from under you all of a sudden. Secondly, the effects of this rapid withdrawal of private capital flows are especially acute in terms of interest and exchange rate shocks. Thirdly, these macroeconomic shocks also have disproportionate effects on the balance sheets of financial entities and corporations. Hence, you get the vicious cycle that is laid out in the paper, which may be worth stressing.

I agree very much with the responses José Antonio suggests. Of course,
first-best answers that offer first-best policies tell developing countries that
they need to do more to strengthen the institutional infrastructure and to
increase the depth of the basic markets, so that they become less prone to
crisis. But, recognising that this takes time, I agree very much with the
package that is laid out in the paper. I would group it into two sorts of
objectives. The first objective is how to pursue counter-cyclical macro-
economic policies, so as to dampen the aggregate demand effects, but also
to mute the capital flows themselves. The second objective is how to
manage the balance sheet risks associated with capital inflows. Those are
the two overarching objectives. I will speak to each of them individually by
using the framework presented in José Antonio’s paper.

The key to counter-cyclical macroeconomic policies is the exchange rate
regime. In my view, and agreeing with José Antonio and John Williamson,
the paper appropriately argues that neither poles – pure float nor absolute
fix – provide a panacea in terms of avoiding vulnerability. A very important
point made in the paper is that exchange rate appreciation and interest rate
swings add to the pro-cyclical impact of capital flows. I think that too
much has been made out of the East Asian pegs. In many ways, the East
Asian exchange rate management was quite successful in avoiding real
exchange rate appreciation, but perhaps by doing this it had some incentive
effects that were problematic.

I also agree very much that in order to deal with the capital inflow
problem, you need an additional instrument, beyond exchange rate policy.
Capital account regulation is part of the answer, but it is important to
stress that it need not just be the Chilean or the Colombian form of capital
account regulation. The prudential regulations and the liability manage-
ment that José Antonio spoke of are very much part of the same arsenal;
they are part of the same capital account regulation he is talking about.

Before I come to balance sheet vulnerability, let me stress, as Liliana also
did, the importance of fiscal policy, rather than simply rely on sterilisation
and stable exchange rate policy which have all these adverse incentive
effects. Unfortunately, we still do not have good answers for making fiscal
policy more anti-cyclical in developing countries. After all, you don’t want
to cut education and social expenditures, and it is very difficult to make the
revenue side more anti-cyclical. So the question is: what kinds of instru-
cments can be developed in developing countries to make fiscal policy more
anti-cyclical?

Turning to the second objective, addressing balance sheet vulnerability,
there has been a lot of attention to short-term unhedged borrowing.
However, it is important to recognise that there are other sources of
vulnerability, maturity mismatches for example, and risks of asset price
inflation. So there are many sources of vulnerability in developing
countries. A second, important point to recognise, is that channels of this vulnerability can take two or three forms. They can be through the public sector, as we were discussing before. They can also increasingly be through the private sector, where it is important to distinguish between the banking system and the corporations. Hence, an important principle is the need to take a national balance sheet approach to the concept of vulnerability – both the evaluation of it and the management of it.

Incentive-Compatible Regulation and Supervision

In that context of balance sheet vulnerability, I think it is absolutely appropriate to put much more emphasis on prudential regulation and supervision, in an incentive-compatible way. Let me explain what I mean by that. Although it is important to apply prudential regulation and supervision in a counter-cyclical way, the reality is that it has worked precisely the other way around. In East Asia, for example, prudential regulation and supervision was lax in the boom period and it was tightened in the crisis, triggering just the opposite effect of what you wanted. The crisis is the worst time to tighten prudential regulation, and capital adequacy in particular. So that is not what we mean by the anti-cyclicality of prudential regulation.

What we mean is that risk-weighted capital adequacy requirements should be anti-cyclical. That implies that in boom times you must take into account the higher risks of lending to real estate, to margin lending, to consumer lending and to things related to asset prices. It is through risk-weighted capital adequacy that you make prudential regulation more anti-cyclical, as has been laid out very well in José Antonio’s paper.

It is also worth considering speed limits, and here I disagree a little bit with Liliana. Because every crisis in the banking system has been preceded by an acceleration of credit, you not only have to worry about the quality of credit but also about the rate of expansion of credit. Whether you put in automatic circuit breakers, speed stabilisers, or something more sophisticated is worth debating, but I do think the regulation of credit is important. All of this, obviously, should be done in an incentive-compatible framework. This means that much more attention should be paid to implicit and explicit insurance, which is already far too great in developing countries. It also means that deposit insurance schemes must be designed more appropriately. If you don’t have the appropriate framework for deposit insurance, not having a deposit insurance scheme is better than having one. And it means putting more emphasis on subordinated debt. These are, in my view, the crucial incentive-compatibility issues.

However, prudential regulation and supervision are not in themselves
sufficient, because you can have vulnerability building up through other mechanisms as well.

The corporate sector also needs much more attention. José Antonio talked about a favourite topic of mine, tax deductibility, which I have preached a lot but which has not yet been adopted as much as it could be. It is worth thinking about whether you should be trying to use market-based mechanisms, such as ratings of firms, as criteria for borrowing, to limit the eligibility of firms. Registering of borrowing and derivatives could be encouraged, e.g. by saying that only transactions that have been registered will be considered “legitimate” in terms of settlements in times of crisis. This would create incentives for disclosure.

Much more importance needs also to be given to the role of bankruptcy, which prevents small problems from becoming big ones and private sector problems from becoming public sector ones. Again, in this context, I agree very much with José Antonio about the problem of the public sector guarantees for private sector investments in infrastructure and the issue of contingent liabilities. In addition to Latin America, Malaysia is a good example where the whole story of contingent liabilities and infrastructure lending was a very important pro-cyclical feature. He might want to add Malaysia as a case example.

Social Safety Nets

I would not consider the issue of social safety nets as a balance sheet risk, but rather as a separate pillar in terms of better crisis management and response. While I agree with José Antonio on their importance, I think social safety nets are inherently more difficult in developing countries because of the lesser role of the formal sector, information market problems and institutional mechanisms. In terms of response, the lesson of the Asian crisis tells us that there are three aspects of social safety nets that are important.

First, there is the importance of being able to use aggregate fiscal policy in a counter-cyclical way. Second, there is the need to focus on expenditure multipliers of fiscal policy. All expenditures don’t have the same multipliers in terms of social impact. Third, it is important to put social safety nets in place during good times so that they can be expanded in bad times. The “progresa” scheme of Mexico is a good example of that.

Managing the Bust

Finally, the paper focuses very much on counter-cyclical policies in managing the boom. However, it is worth thinking about some of the issues that
arise in terms of managing the bust. Let me just put some on the table.

First of all, what about counter-cyclical fiscal policy in terms of managing the bust? Before the crisis, Assaf Razin wrote a seminal piece on counter-cyclical management. In my view, the IMF and World Bank should be seen as part of counter-cyclical funding mechanisms. That is an important issue.

Second, under what circumstances does it make sense to have restrictions on capital outflows, not as a permanent feature, but as a transitory means? It is premature to throw out the Malaysian experience as irrelevant, because it is highly relevant and it is worth considering in what circumstances it works. People often say that you need to consider the trade-off between exchange rates and interest rates in times of crisis. Unfortunately, developing countries often have no choice of trade-off. They are faced with a kind of Pandora’s box, exchange rate and interest rate problems coming at the same time, and they need an additional instrument. So the question is: would Indonesia, for example, have been better served by a restriction on capital outflows? Would this instrument have created more leverage and confidence?

Finally, regarding the banking system, under what circumstances is it appropriate to extend a blanket guarantee? What are the issues that arise with regard to the lender of last resort and is it really futile in crises? What lessons can we learn from the financial restructuring resulting from the recent wave of crises and how can we deal with the credit crunch problem associated with it? These issues may be the topic for another paper.
Problems of Prudential Regulation

Rogério Studart agreed with most of the policies proposed in Ocampo’s paper, but was puzzled with the proposal that capital adequacy standards in developing countries should be higher than the minimum requirement of 8 percent. He believed this might discourage economic growth.

“Most developing countries have bank-based systems, in which the demand for loans naturally increases when the economies grow. If we try to impose capital standards that are higher than the 8 percent agreed by the Basel Committee, we may be safe but the economy will not grow. As José Maria said, ‘we will be very safe at home and not catch a cold, but we will not have a life and go out of the house.’ I do not have an answer as to how to maintain a solid banking system that, at the same time, is functional for economic growth, but it is certainly not by maintaining even stricter capital standards than those set by the Basel Committee.”

Jan Kregel brought up the same point from a historical perspective. “The use of risk-weighted capital adequacy requirements as a countercyclical tool was first proposed by Henry Kaufman at a time when the US was undergoing very rapid inflation. The central bank was attempting to reign in inflation by monetary controls. When it discovered that this had absolutely no impact on bank lending, Kaufman suggested putting a brake on their capital. The logic behind his proposal was that, as the banks continued to lend to more and more risky projects, they would have to borrow in the market at increasingly higher interest rates to replenish their capital. This would create a market-based incentive for banks to cut back their lending because the cost of increasing capital would be rising until there would be a cut-off point at which it would not be profitable to increase lending.

The measure was eventually extended to the operation of Japanese banks competing with US banks in more or less the same period. At this time, in terms of US standards, Japanese bank capitalisations were in the range of one to three percent. US banks were complaining that this was uncompetitive and that capital standards should be extended on an international basis to increase the costs of Japanese banks operating abroad and
reduce their competitiveness, particularly in the Euromarkets operating in London.

The interesting thing about both of these measures is that, first, the introduction of capital requirements did not have the impact on lending by US banks that was expected. Second, it also did not have the expected impact on Japanese banks for a very simple reason. After the controls were introduced, the Japanese banks first managed to get an exemption for appreciation of securities that they held in their investment portfolios. Then, just after they were introduced, the Tokyo stock market went into a tremendous boom and the cost of capital went down to zero. As a result, the Japanese banks were able to refinance themselves at extremely low interest rates, again creating a competitive disadvantage for US banks.

So the experience of trying to set counter-cyclical incentives is extremely dubious. If the regulators push up the capital adequacy requirement from 10 to 14 percent for micro anti-cyclical reasons, the domestic banks will complain that this gives a competitive advantage to foreign banks. And it is going to be extremely difficult to impose it without doing damage to the domestic banking system.”

José Maria Fanelli observed that such damage was done to the Argentine banking system after the Mexico crisis, when in 1995-96 the authorities increased the capital adequacy requirement from 8 to 11.5 percent. “Moreover, this anti-cyclical policy became, in fact, pro-cyclical, and in a very perverse way. Because domestic banks did not have the required reserves to comply with the new regulation, they had to capitalise or to sell against low prices, thus creating an opportunity for foreign banks to buy domestic banks at a low price. This resulted in capital inflows that Argentina did not need because in 1997-1998 the economy was already growing at eight percent. So the policy that should have been anti-cyclical was in fact pro-cyclical.

What happened at the micro level? Small banks just disappeared and with them the financial sector lost knowledge on lending to small and medium enterprises. Bigger banks were not interested in giving credit to small enterprises and concentrated on mortgage lending, which was new in Argentina; it was the cream of the market and very easy to invest in. Instead of investing in innovation in small enterprises, they invested in real estate. Once again, it went against the making of anti-cyclical policy.”

Chi-Young Song confirmed that stricter prudential regulations could be quite pro-cyclical, as the recent Korean experience illustrates. “In 2000, the government enforced a prudential regulation even though the economy started to decline. Korean commercial banks were required to meet a capital adequacy ratio of 10 percent by the end of the year in order to receive government funding. The commercial banks were in trouble so...
they needed some kind of free funds from the government. What did they do as a result of the stricter regulation? They held their money in the bank even though they had a lot of liquidity, thus accelerating the recession of the Korean economy.”

Manuel Montes raised the question of whether the private sector would understand if, during the boom phase, a government would attempt to limit lending by speed limits on credit expansion. “Having lived in Singapore during the Asian crisis, the problem I see is whether the private sector understands these kinds of policies. During the boom, the Indonesian authorities tried to limit the proportion of outstanding loans for real estate but they were not successful. Would the private sector really understand the policies that you should carry out during the boom? Indonesia was criticised for a long time for having annual credit ceilings on a sectoral basis because they were dampening economic growth. How do you set a speed limit that the private sector can understand?”

Stephany Griffith-Jones agreed that, in practice, counter-cyclical policy is difficult because when things are going well, it is hard to convince people that there are risks. “The problem is that the private sector is powerful and may pressure the authorities not to move in a counter-cyclical way. In addition, governments are under pressure because of elections and so on. How can one sell these counter-cyclical policies, particularly in times of a boom?”

Griffith-Jones warned that the proposed new Basel Capital Accord even has an increased pro-cyclical bias because it would rely increasingly on the internal risk management systems of the bank themselves.1 “In the Basel documents they say that this bias does not matter because the new proposal has so many advantages, and the pro-cyclical effect is just the cost we have to pay. In my view, this really is a serious mistake. It could have a very harmful impact on capital flows to developing countries by making them even more pro-cyclical, which is exactly the opposite of what we want.”

Reporting on a conversation with France’s central bank Governor Trichet, John Williamson observed that a cyclical variation in capital adequacy regulations might not be a good tool. “I asked the Bank of France Governor Jean-Claude Trichet what he thought about cyclical variation in capital adequacy regulations. He reacted with horror and said that it would be absolutely disastrous from the standpoint of the psychology of the banks. If you would tell a bank that there are big troubles so their capital adequacy ratio will be reduced, everyone would get scared stiff. He said much the same thing could probably be accomplished by instituting forward-looking provisioning. In other words, in the boom you make banks
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1 See the second chapter in Part IV of this volume where Stephany Griffith-Jones and Stephen Spratt discuss the implications of the new Basel Capital Accord.
provision at a higher rate because you know some loans will turn bad when
the bust comes.

However, as Stephany said, it is difficult to persuade people in the
middle of a boom that the good times are not here to stay. Some rules of
thumb have to be designed which could be applied more or less automati-
cally so central bankers do not have the option of changing their mind
when the crunch comes. One would have to argue a strong case if one
wants to abandon the guidelines just because of certain exogenous events.”

On the issue of discretion versus automaticity Roy Culpeper remarked:
“We seem to have lost a sense of automaticity from our macroeconomic
toolkit in the last generation. The whole system has sunk into a cesspool of
discretion, which has tended to discredit the very aims of counter-cyclical
policy. If we can go back to a more automatic system with automatic
stabilisers and automatic taxes it might also be easier to sell it to the private
sector as part of a public good. These taxes go up in good times in order to
set aside money for the bad times. The problem is that in good times there
is always an opportunity cost of putting aside trust funds whilst hoping that
the growth cycle will continue ad infinitum, which we all know it will not.
In order to rehabilitate fiscal policy, it is important to reintroduce some
kind of automaticity into the system.”

Manuel Marfán stressed that when you have an open capital account,
prudential regulations of the banking system are only a substitute for
monetary policy and have more or less the same effect as monetary policy
in increasing vulnerability. “Again, Chile offers an example. Since the mid-
1980s, we have had a tough banking regulation system and a very reliable
assessment programme. The parliament passed a law in 1996 that almost
completely adopted the Basel Committee’s recommendations and even
went beyond that. The banks performed relatively well during the reces-
sion of 1999-2000 according to the non-performing loans share of total
assets. However, the problem was that since domestic credit was more
expensive than foreign credit, especially long-term credit, the main
Chilean firms started issuing long-term bonds abroad for their funding and
stopped asking for loans in the domestic market. They went abroad. The
banks saw this as some sort of de-intermediation and initiated a policy of
lending very heavily to small businesses, mortgage loans etc. That type of
attitude provoked a crowding-in of credit in large parts of the economy
that did not have enough access to credit before. That is something good if
it is sustained in the long run. The problem appeared when the costs of
external credit increased in 1998-1999 and the main Chilean firms came
back to ask for credit in the domestic market. This crowded out small
businesses, mortgage loans etcetera and created a credit crunch for small
businesses, a problem we are still facing today in Chile.”

From: New Challenges of Crisis Prevention,
Zdeněk Drábek questioned the logic of using prudential regulation for counter-cyclical purposes. “I thought the prudential regulations were in place in order to deal with the health of the financial sector. If we introduce the dealing with booms and busts as an additional objective, there will be a lot of opposition. The rules should be transparent and predictable. The worst thing that could happen is that we change the rule in a discretionary manner when we think we have a bust. Another critical issue in prudential regulation is what the rules do to competition in the market. In the Czech case, for example, when small banks were allowed very generously into the market, as newcomers they had to compete for their deposits by offering higher deposit rates. Since they were paying more on deposits, they had to make sure that they were lending for projects that were bringing in higher returns on the lending side, which often meant highly speculative projects. Not surprisingly, most of these small banks are gone by now. I wouldn’t encourage it, but if you really want prudential rules to target booms and busts, you need to consider these effects.”

Regarding the counter-cyclical use of capital requirement ratios Liliana Rojas-Suárez stressed that the problem is not the quantity of capital, but the quality. “How much do you want to punish or press banks in terms of their profitability by raising capital requirement ratios? After all, if you penalise them too much they are not going to lend, and if they do not lend there will not be growth. The problem is not the quantity of capital but the quality. It is not the amount of capital, but the risks involved, that have to be assessed. If banks would have higher reserve requirements in relation to their risks, they would be more prepared to avoid the crisis. In the end, prudential regulation is about avoiding the eruption of a crisis that is going to cost a lot in terms of the national product. In my view, the best counter-cyclical policies are those that prevent the costly disturbances in the financial sector. Experience shows that it is that what costs the most. The Chilean banking crisis of 1981-82 is the best example with costs of at least 20 percent of GDP. If you know that a crisis is going to cost so much, I would really put all my resources into trying to avoid it.”

Rogério Studart argued that prudential regulation is not really addressing the causes of crises. “Are crises created because there was not enough prudential regulation, or are they created because the prices that affect the domestic foundations of the financial systems have been so volatile? Most financial crises in developing countries are caused in a process of widening interest rate differentials, exchange rate volatility and a recession, which affect the cash flows of the debtors. The source of the crisis lies in the volatility of interest and exchange rates and the volatility of cash flows of firms and consumers that have to repay their debts. That is why I agree with José Antonio that we need to create stability of prices that are
important for the micro-foundational stability of developing countries.

One of the problems in developing countries is that we have bank-based systems that are very vulnerable to changes in interest rates and cash flows resulting from a recession. That combination typically creates a financial crisis. To avoid financial crises, there should be no abrupt changes in interest or exchange rates. This is needed even more than prudential regulation of the banks and financial systems.”

Stephany Griffith-Jones stressed that the key issue is the interaction between the micro and the macro side. “It is not either the financial sector or the macroeconomic developments, but the interactions between both. One reason why financial regulation is more important now is that the traditional policies, such as regulating the level of credit through reserve requirements, are no longer used. Therefore, financial regulation becomes one of the key ways of transmitting macroeconomic policies in these very open economies.”

Curbing Capital Inflows

John Williamson raised the question of whether there would be a better way to control capital inflows than through the Chilean tax on short-term inflows, of which he declared himself to be a sympathiser.

“Maybe essentially the same thing could be done through the fiscal system instead of the monetary system. In IMF staff papers, I have read a proposal to impose a tax on all foreign exchange inflows, a general one, which can be rebated on other taxes. Through the VAT system you rebate it on exports of goods and services, and through the import tax system you rebate it on income transfers.

Inflows of financial capital are paying the tax, which is more or less equivalent to what Chile had. The one difference is that it does not discriminate by maturity. If someone goes in and then exits again one month later, it discriminates against them. But if somebody goes into a one-month paper and then rolls it over every month for five years he pays the same tax as somebody who goes into five-year paper. That is the only disadvantage I can think of. This would be much easier to administer and more difficult to evade.”

Manuel Marfán, who participated as a deputy minister of finance throughout most of the 1990s in the design, operation and evaluation of the Chilean tax on capital inflows, said that the instrument worked relatively well from its creation in 1991 until the “Tequila” crisis of 1994-95. “It prevented us from suffering during the Mexican crisis, although, to be honest, we also benefited from a windfall gain in terms of trade that year. From then on, the device became easier to avoid through different
mechanisms and the central bank was no longer convinced that it was very effective. We promoted Chilean investment abroad as an additional solution to the problem of excess financing. Chile became a very important capital exporter within the region, especially in neighbouring countries. The problem is that when foreign investment starts making arbitrage, it is never taxed because you can only tax capital inflows, not capital outflows of domestic agents, nor capital repatriations from abroad. The most important case was the case of the Chilean pension funds. They have been doing a lot of arbitrage which introduced a lot of macroeconomic damage. There was no instrument to tackle that problem.

The main goal of these taxes on capital flows should be to regain a degree of freedom for sovereign monetary policies. You should be able to move the tax rate in a way concomitant to your monetary policies. So if you tighten monetary policy, you simultaneously raise the tax, because in order to reduce domestic expenditures you need to raise the cost of both domestic and external credit. And the other way around is: if you loosen your monetary policy, you loosen the tax. If you have a legislated type of tax, you need to pass new legislation in order to move the rate. Who makes the decision to move the rate? Is it the central bank – it should be – or is it the treasury? In that sense, there is the problem of design; the tax rate should be an instrument of macroeconomic policy and not a rate that is independent of the moment of the cycle you are in.”

John Williamson suggested that one could certainly make the tax flexible. “During the Keynesian era, there was a law that allowed the UK chancellor to move a purchase tax, the then equivalent to the value-added tax, by a certain amount without having to go through the budget. I am unsure if it was ever exercised but it was legislated to allow the treasury and not the central bank to do that. In the old days, there used to be telephones between treasuries and central banks so they could actually coordinate with one another. That is a bit out of fashion now. But you never know, these things go in cycles.”

Reply by José Antonio Ocampo

“To clarify, my fiscal mechanism is really in the form of a general trust fund, with legal rules on how to use these funds.

I do not like pre-announcing exchange rates. The problem with the foreign exchange rate band in Colombia was that exchange rates were pre-announced for the first time since the crawling peg was introduced in 1967. Although it worked for some time, it turned out to be a problem later on. There is, indeed, widespread experience in Latin America in this regard.
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A tax on capital inflows, prudential capital account regulations or reserve requirement for capital inflows (encaje) or any other similar instrument is one of the best instruments discovered so far. It obviously has problems (elusion, evasion, etc). It operates as a tax that is put in place during a boom, with a mechanism attached that sterilises the corresponding fiscal revenues.

Obviously, an explicit tax is a good alternative, but it would be a very strange sort of tax. Taxes require long congressional debates and it is difficult to get approval for a flexible application of the rates. In most countries, constitutional amendments would be required to allow the government to change tax rates, which in democratic systems is a prerogative of Congress. Brazil has a peculiar constitutional system offering the government the constitutional possibility of changing tax rates on financial transactions. Since the Chilean-Colombian encaje is not legally a tax, the flexibility is determined by the fact that it is a foreign exchange policy instrument that can be managed in a flexible way by the central bank. It is indeed equivalent to a tax, the rate of which can be changed by the central bank.

In addition, such a tax mechanism has two further advantages. First, it meets the first-best policy test if excess capital inflows are the source of the disturbance the economy is experiencing. The second advantage is that such a tax may give room for a somewhat more contractionary monetary policy. My argument is that, in developing countries, monetary autonomy is not guaranteed by any exchange rate regime, as monetary policy may be forced to target the exchange rate to avoid inflationary effects or excessive appreciation, depending on the phase of the business cycle. Prudential capital account regulations offer at least one possibility of increasing monetary autonomy.

Although the evidence is very partial, I tried to find episodes in which interest rates were not dominated by external forces in large and middle-sized Latin American countries. I have found that the two countries that have more episodes of this type are precisely Chile and Colombia. After large devaluations, there are frequent periods when interest rate policy can be managed with some autonomy by the authorities under any system of exchange rate flexibility. This has been the experience of many Latin American countries in recent years. However, Chile and Colombia are the only cases in which you find some monetary autonomy during booms. In the other countries interest rates tend to fall during booms. On the other hand, research done at the central banks of Chile and Colombia indicate that the encaje does have effects on capital inflows, interest rates or both.

Anti-cyclical prudential regulations have been subject to several comments in the discussion. In response to Chi-Young, I would like to stress...
that I am not talking about imposing strict banking standards after a
domestic financial crisis. This would be a very pro-cyclical policy that can worsen short-term conditions even if it has good long-term effects. I am talking about how some instruments should be used in an anti-cyclical fashion once an appropriate prudential system is in place. One of the most powerful instruments would be a combination of liquidity requirements with preventive provisioning for delinquent loans. However, I do not agree with Liliana’s statement that quality and quantity can be separated, because the quality of lending of a domestic financial intermediary tends to deteriorate when it grows too fast.”

Liliana Rojas-Suárez: “I would not disagree with that...”

José Antonio Ocampo: “My strongest argument is that the rapid growth of domestic lending is generally associated with riskier investments and riskier lending that will become evident later on. Prudential regulation is certainly a mechanism to guarantee the quality of lending. But the peculiarity of this is the time in which financial intermediaries incur in riskier lending, which is during booms, not during busts. It becomes known too late, only during the busts, that they made bad decisions. That is why, based on the quality of lending, it makes sense to have some mechanisms that would make evident to financial intermediaries during booms that they are incurring in risky strategies. Since this has not been tried, it remains a question whether it would be effective. However, I want to emphasise the possibility of using prudential liquidity requirements as a sort of preventive provisioning.

Concerning the debate over automatic versus discretionary policies, I prefer automatic and transparent rules. However, my experience in policy-making is that some discretionary powers are necessary, because it is quite difficult to know in advance what specific situations you are likely to face. You have to have the possibility of doing something when you face unexpected events, which are common. Several years ago, there was a very interesting Inter-American Development Bank project on commodity stabilisation funds, full of econometrics and very interesting rules on how to manage them. Since I had worked in coffee in Colombia, which at the time had the only commodity stabilisation fund in Latin America, in my comments to the project I said something very simple I had learned in practice: I do not know of any model in the world that can predict coffee prices. In the late 1980s, the best model of the coffee economy was thought to be that of the World Bank, which predicted that the breakdown of the international coffee agreement would bring down prices by about 40 percent, but that they would recover within a year. However, prices actually fell by 60 percent and did not recover for four to five years. Since you really do not know and cannot know in advance what is going to happen,
you have to have discretion. It is very difficult to work with fully automatic rules. You must apply to them the old criticism against planning: it assumes that people know in advance what they do not know.”
Part III

Exchange Rate Policies in Developing Countries
Exchange Rate Policy in Latin America: The Costs of the Conventional Wisdom

John Williamson

1 Introduction

Perhaps the most authoritative expression of the conventional wisdom on exchange rate policy is Stan Fischer’s Distinguished Lecture on Economics in Government delivered to the Annual Meetings of the American Economic Association in January 2001 (Fischer, 2001). He asks, “Is the Bipolar View [on exchange rate regimes] Correct?” and qualifies his sympathy for an affirmative answer quite heavily. He acknowledges, for example, that the full gamut of exchange rate arrangements is available to countries not open to international capital flows; but this applies to a pretty limited number of countries, certainly in Latin America. More interestingly, he argues that countries open to capital movements have available “a variety of crawling bands with wide ranges”, and also less formal arrangements (than currency boards) that have been demonstrated to be very hard, e.g. the pre-euro DM pegs of Austria and the Netherlands. What are excluded are “systems for countries open to international capital flows, in which the government is viewed as being committed to defending a particular value of the exchange rate, or a narrow range of rates, but has not made the institutional commitments that both constrain and enable monetary policy to be devoted to the sole goal of defending the parity. In essence, the excluded arrangements are fixed, adjustable peg, and narrow band exchange rate systems.”1

Despite these qualifications, when it comes to presenting empirical results he groups all intermediate regimes together, the adjustable peg that he has condemned as crisis-prone along with the BBC (basket, band, and narrow band exchange rate systems).

---

1 He argues that the reason these regimes have to be excluded is that “soft peg systems have not proved viable over any lengthy period” (p. 7). This is exactly the same argument that I made in Williamson (2000), so I was surprised to find that he cites my piece to accuse me of asserting that abandonment of these regimes is all because of pressure from the IMF and the US Treasury. It is true that I complained that those institutions have pressed countries to adopt one or other of the polar solutions, but I was complaining that they did not give a fair hearing to “crawling bands with wide ranges”, a regime that on p. 3 Fischer explicitly includes among those that are available to countries with high capital mobility.
crawl) regimes that he appeared to be excluding from this critique. This is troubling: if these regimes are indeed regarded as different, then data should be presented in a way that allows their differences to be identified. I take particular exception to this intellectual sloppiness because I long ago argued that the adjustable peg ought to be abandoned as it was rapidly ceasing to be viable (Williamson, 1965); indeed, it was precisely the attempt to develop a substitute that would be viable in an era of capital mobility that led me ultimately to the BBC regime.

This paper starts by describing the BBC regime and defending the proposition that, unlike the adjustable peg, it will be viable if it is managed competently in all circumstances except strong contagion. It then discusses how the BBC regime might be modified in order to make it less vulnerable to speculative pressures resulting, say, from contagion. This is followed by a consideration of the advantages and disadvantages of this regime in comparison to floating. The final issue that arises in this context is the problem imposed by having exchange rate regimes that differ across Latin American countries with intense mutual intra-trade, and discusses how this problem could be resolved.

2 The BBC Rules

The first of the BBC rules says that countries with diversified trade would do better to peg to a basket that would roughly stabilise their effective exchange rate, rather than to a single currency. At a 1996 conference (Williamson, 1999), I argued that there would be advantages to the East Asian currencies in using a common basket of the three major world currencies (dollar, yen, and now euro) to define their parities and thus the bands that would specify or orient their intervention policies. Use of a currency basket in place of a peg to a single currency, the dollar, would tend to stabilise their effective exchange rates against capricious variations as a result of movements in third currency exchange rates, notably the

---

2 An “effective exchange rate” is the weighted average exchange rate against all currencies, where the weights are generally chosen to reflect the pattern of trade. (An alternative weighting system, based on trade elasticities, recognises that countries are also important competitors, rather than just trade partners.) A “real effective exchange rate” corrects by changes in relative inflation, so that the index does not change if prices increase as much at home as the weighted average of the country’s trading partners.

3 To be specific, I was thinking of the currencies of China, Hong Kong, Indonesia, Korea, Malaysia, the Philippines, Singapore, Taiwan, and Thailand.

4 Other advocates of the use of a common basket peg by the East Asian countries include Reisen and van Trotsenburg (1988) and Ogawa and Ito (1999). Mussa et al (2000, p. 59) also show some sympathy for a currency basket approach in East Asia.
gyrations between the yen and the dollar. I suggested that they use a common basket based on the direction of extra-regional trade of the region as a whole. The paper showed that the economies in question would lose little in terms of stabilising their effective exchange rates by all using this basket rather than adopting different baskets based on their individual trade patterns.\(^5\) However, this common peg would offer the important benefit of ensuring that their exchange rates vis-à-vis one another were not destabilised by shocks to the dollar-yen-euro rates. This would avoid the possibility of inadvertent competitive devaluation, or the suspicion of deliberate competitive devaluation, as a result of different pegging policies. I argued that there was no reason why individual economies could not continue to pursue different policies as regards changes relative to their parity: some could have a hard fix, like Hong Kong with its currency board; others might crawl against the basket, as Indonesia had been doing against the dollar; and others could use it simply as a guide to how they intervene in the foreign exchange market.

Perhaps the strongest argument in favour of the proposition that the East Asian countries would have gained by moving to a basket peg has been made by Kwan (1998). He showed that the yen-dollar exchange rate had a statistically significant impact on output growth in the 9 Asian economies included in my hypothetical basket. A strengthening of the yen depreciated their real effective exchange rates, given their de facto dollar pegs, and thus accelerated their growth, while a weakening of the yen had the opposite effects. Even Ronald McKinnon (2000), in his paean to the East Asian dollar standard, admits that “the dollar zone was... buffeted by fluctuations in the yen-dollar exchange rate”, and that the effect of Thailand’s de facto dollar peg “was to cause Thailand’s real effective exchange rate to drift upward before the currency attacks began in mid-1997”. Oddly enough, McKinnon is in no way inhibited in his enthusiasm for the dollar standard by these considerations, even though the reasons he gives for advocating the dollar link – that this provided a non-inflationary nominal anchor, and that it stabilised exchange rates among the East Asian currencies – would have been equally well-served by a common basket peg. Some of us will conclude instead that we would prefer to have the advantages of the dollar peg without its disadvantages, which is what a basket peg would offer.\(^6\)

---
\(^5\) Indonesia would have found the common basket most out of line with its individual needs, but even in this case the problem that would have been created did not seem to be serious. De Brouwer (forthcoming 2001) shows, however, that the new members of ASEAN (Cambodia, Laos, Myanmar, and Vietnam) would not be served nearly as well by this common basket.

\(^6\) To be fair, McKinnon advocates stabilising the yen/dollar rate, which would also resolve the problem. But since that is unlikely to happen, the basket peg is a more relevant option.
That is not to argue that every country would be well-advised to adopt a basket peg. In my study of the operation of crawling bands in Chile, Colombia, and Israel (Williamson, 1996), I noted that Chile and Israel had both chosen to peg to a basket, while Colombia pegged to the dollar. I also argued that this was perfectly rational given the differences in their pattern of trade. Colombia’s trade is dominated by the United States and other countries that peg to the dollar (like Venezuela), while the trade of Chile and Israel is far more diversified. The dollar seems to me a natural peg for all those Latin American countries that border the Caribbean, and to get increasingly unnatural the further south one goes. Those who know their geography will understand that I might question the wisdom of dollarisation in Ecuador and regard the Argentinean intention to stick permanently with a currency board based on the dollar as lunacy.

The second element of the BBC formula was a wide band (interpreted as a range of plus and minus 10 percent from the centre of the band, or even 15 percent). One purpose of this was to make sure that the authorities did not get into the no-win situation of trying to defend a disequilibrium exchange rate, given that no one imagined it would be possible to estimate equilibrium at all precisely. A second purpose was to permit the parity (the centre of the band) to be adjusted, to keep it in line with the fundamentals, without provoking expectations of discrete exchange rate changes that might destabilise the markets. A third purpose was to give some scope for an independent monetary policy, to be used for anti-cyclical purposes when a country found its cycle out of sync with the world norm. A fourth purpose was to help a country cope with strong but temporary capital inflows. As long as a band is (even partially) credible, arbitrageurs will allow for the expected reversion of the exchange rate toward its parity, and deduct an appropriate discount from (or add an appropriate premium to) the local currency yield when they compare their expected return from moving funds in with foreign yields to decide whether to place funds in the country. Moreover, investors in the tradable goods industries may tend to look at the parity rather than the market rate when assessing whether to go ahead with potential investment projects, implying that a given deviation from equilibrium will have less effect in distorting investment decisions.

The final element of the BBC formula is the crawl. This is most often used with a view to neutralising differential inflation. It can also be used to steer inflation down over time, as was done in Israel, though this can run the risk of undermining competitiveness if pursued too dogmatically (as happened in Russia). A crawl can also be adjusted in a fast-modernising economy in order to reflect an expectation of Balassa-Samuelson productivity bias and accomplish the real appreciation that such an economy requires over time in order to maintain equilibrium. Finally, the rate of
crawl can be changed, or occasional small parity adjustments can be super-imposed on the regular crawl, in order to facilitate needed real adjustment.

3 The Question of Viability

Why would one expect this regime to be viable in almost all circumstances, when the adjustable peg is not? The problem with an adjustable peg is that it contains neither a mechanism to ensure that the equilibrium rate remains close to the parity (as a currency board system is supposed to) nor one for adjusting the parity when the equilibrium rate changes. This means that misalignments are virtually bound to arise from time to time. A currency peg that is seen to be misaligned sooner or later loses credibility with the market, and becomes a standing invitation to speculators to mount a raid. A government that pegs its currency is therefore bound to assure investors that any change in the peg is unthinkable, even, or perhaps especially, when it begins to wonder whether such a change can be resisted. This inevitably means that, if and when it is forced to devalue, its own credibility will suffer. It also makes it likely that, if its assurances are believed, many of those who borrow from abroad will not bother to hedge their foreign exchange exposure. For a country with a large volume of foreign-exchange denominated debt, this means that any substantial devaluation that may ultimately occur will pose problems of solvency to the financial and/or corporate sectors, leading to the sort of financial distress that was witnessed in East Asia in 1997 following the forced currency devaluations in the region.

The fundamental reason for expecting the BBC regime to be immune to these problems is that it avoids the need that arises under the adjustable peg to defend a disequilibrium exchange rate. The basket prevents the parity becoming misaligned as a result of extraneous changes in third-currency exchange rates. The parity can also crawl, so that it can be kept close to its equilibrium value despite shocks like domestic inflation or changes in oil prices or Balassa-Samuelson productivity bias that are prone to produce misalignments in an adjustable peg system. The band gives plenty of room for the exchange rate to move before the authorities are called on to defend it, which makes it unlikely that they will have to counter selling pressures when the currency is truly overvalued (or to counter buying pressures when it is truly undervalued).

Defending a currency against an attack when it is not misaligned is

---

7 See Balassa (1964) and Samuelson (1964). Chile built a 2 percent per annum real appreciation to reflect this factor into the formula for its crawl from 1995 to 1999.
altogether less hopeless than when it is. This is not because the market can
be relied on to abstain from attacking currencies that are not misaligned.
On the contrary, we now know from the work of the Market Dynamics
Study Group (2000) that strong speculative attacks against the Australian
and Hong Kong dollars, the Malaysian ringgit, and the South African rand
(two of which were floating, incidentally) were under way in September
1998. Fortunately the effective demise of LTCM ended these financial
shenanigans and, with a little help from interest rate reductions by the Fed,
the world economic crisis quickly subsided. But the mystery is how those
who were speculating against currencies that were already undervalued (as
the Australian dollar and South African rand, the two floating currencies,
certainly were) thought they were going to make money out of it. Presumably
they were relying on the theory of the Greater Fool: that they
would succeed in spreading panic to a point where others would be so
desperate to get out of the currencies even at bargain basement prices that
the speculators would be able to buy them back to cover their short sales at
a profit. The point is that a speculative raid against currencies that are not
misaligned requires the speculators to take that kind of risk, which places
the defending government in a much stronger position than one that is
trying to stave off a devaluation that is justified by the fundamentals. That
is the situation that a government employing a BBC regime could normal-
ly expect to be in.

It should also be noted that the wide band means that the BBC regime,
like floating, gives those who borrow abroad in foreign currency an incen-
tive to cover their exposure in the forward market.

How could matters nonetheless go wrong? We have seen three instances
in recent years where a BBC regime ran into serious problems, in Chile,
Russia, and Indonesia. Let us examine each of these instances.

In Chile, the problem was that the underlying capital inflow implied
a more appreciated (lower, in Latin American parlance) real exchange
rate than the government judged it was prudent to allow. This resulted in
periodic speculative pressures when market operators concluded that they
might be able to force an appreciation beyond the edge of the band. The
government sought to limit the appreciation by a series of measures,
including the choice of exchange rate regime and the institution of
controls on capital inflows (the encaje on debt and the minimum holding
period of a year on inflows of equity capital). There is a literature on the
effectiveness of the encaje (although, curiously, not on the effectiveness of
the minimum holding period for equity), which I have examined elsewhere
(Williamson, 2000, pp. 37-45). My conclusions were that it certainly
affected the composition of capital inflows in the desired direction (i.e.
reducing the proportion of short-term debt), and that the charges that it
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was useless in reducing the level of inflows are based on inconsistent reasoning.

There is no parallel literature that examines whether the BBC regime helped to restrain the appreciation to less than would have resulted under a floating regime. The theoretical reason for expecting such an effect has already been sketched. If the band has any credibility at all, then it will lead market participants to anticipate a rebound toward the centre of the band as the rate approaches the lower margin, which will reduce the expected return from holding pesos, which will discourage inflows. There is empirical evidence that this effect operated in the context of the European Monetary System (EMS). Svensson (1992, pp. 132-33) showed that, when a rate moved within the band, the forward rate normally moved by less than the spot rate, indicating that the market expected that the spot rate would revert toward the centre of the band. This is in contrast to the situation under a floating exchange rate, where a change in the spot rate is normally associated with an almost identical change in the forward rate. We have no comparable empirical evidence about the impact of bands in emerging market countries. Establishing whether bands generally help to nurture mean-reverting expectations seems to me the most important empirical issue outstanding in exchange rate economics.

Chile abandoned its band for reasons that I have still not been able to fathom, except that it was the intellectual fashion of the day. In contrast, Russia abandoned its band (or “corridor”, as the Russians called it) under force majeure, in the crisis of August 1998. The cause of the crisis was failure to control the fiscal deficit, which had been financed by short-term debt (GKOs) with high and increasing interest rates. It became increasing-ly clear that fiscal policy was unsustainable, and the crisis broke when the Duma rejected the proposals to tackle the fiscal deficit that had been agreed with the IMF. But it soon became clear that the devaluation that followed the crisis was just what the Russian economy needed. While Russian exports consist largely of energy and mineral resources that are not very sensitive to the real exchange rate, there is a large import-competing manufacturing sector that is highly sensitive to the exchange rate, which had been sacrificed on the altar of rapid inflation stabilisation in the preceding years. The real devaluation revived this sector, with the result that Russia has subsequently enjoyed positive growth for the first time since the collapse of communism.

I would ascribe the collapse of the Russian corridor to errors in policy. The Russian authorities placed an excessive emphasis on rapid inflation stabilisation, and looked to the exchange rate anchor (in the form of a slow rate of depreciation of the band) to accomplish it. Such a strategy has typically led to overvaluation of the currency and pressures on the real
economy. Russia was particularly susceptible to this danger for two reasons. One is the great strength of its energy and mineral export sectors, which makes it very vulnerable to Dutch disease. The other was the fiscal deficit, which needed high interest rates to finance it by capital inflows, which were forthcoming because many Western investors were convinced that Russia was too nuclear to fail.8 The main conclusion I draw is that the IMF should have sent the Chilean policymakers of the early 1990s to Russia to teach them of the dangers of succumbing to Dutch disease, the virtues of being content with a gradual disinflation as the price of keeping a healthy real economy, the importance of fiscal discipline, and the need to keep a sufficiently rapid depreciation of the nominal exchange rate as long as inflation remains high.

The third case where a BBC regime failed is Indonesia, which had been operating a de facto crawl for some years and was gradually widening its band prior to 1997. It responded to the Thai devaluation that initiated the East Asian crisis in July 1997 by widening its band from 8 to 12 percent. The rupiah depreciated by 8 percent, toward the weak edge of the band, in the next 10 days, and then remained within the band for another month until contagion suddenly hit, whereupon the band was abandoned with hardly a fight. The subsequent depreciation of the rupiah was the immediate cause of the financial distress that Indonesia suffered, since many corporations had borrowed in dollars, failed to hedge, and found themselves unable to maintain debt service when their rupiah obligations exploded. Note that Indonesia’s macro policies, including its exchange rate policy9, were given good marks by most economists right up to the crisis, even after Thailand had succumbed. One might even wonder whether Indonesia should not have attempted to defend its band instead of abandoning it without a fight, because once the band went there was a scramble to cover exposed foreign exchange positions that simply intensified the depreciation and ensured total collapse. I have to admit, however, that most of those who were closely in touch with events in Indonesia are convinced that any such attempt would have been doomed to failure, and I have no way of proving them wrong. If that is so, it implies that even good exchange rate

8 Purchases of GKOs were often referred to as a “moral hazard play”.
9 My one criticism was that it used the dollar rather than a basket as a peg. This had led it, along with the rest of East Asia, to an unwanted appreciation of the effective exchange rate as a by-product of the yen’s depreciation against the dollar after the middle of 1995. But I see little evidence that the rupiah was overvalued. Exports were still growing rapidly, at a rate of 9.0 percent in 1996 and 7.9 percent in 1997. The current account deficit peaked at 3.6 percent of GDP in 1995 and 3.4 percent of GDP in 1996, which is about the maximum that can be considered prudent but was not grossly excessive in the way that Thailand’s deficit was. Growth remained strong. Goldstein, Kaminsky, and Reinhart (2000) find few of their crisis indicators to have been signaling an Indonesian crisis prior to the Thai crisis.
management using the BBC rules is not proof against strong contagion effects, which Goldstein, Kaminsky, and Reinhart (2000) show to have been the origin of the Indonesian crisis.

One would certainly be entitled to draw the conclusion that crawling bands are not a panacea from the experiences of Chile, Russia, and Indonesia; but then, most of us do not expect to find panaceas. Chile shows us that there are circumstances when a band may not suffice to keep an exchange rate at the level that the authorities are seeking, but it does not show that the band was not helpful in that endeavour. Russia shows us that a band can collapse if policy is not managed skilfully. It is probably true that the demands on policymakers from a BBC regime are more onerous than those imposed by either floating or a strongly fixed rate, both of which make relatively straightforward demands on monetary policy (direct it respectively to an inflation target or to maintaining the exchange rate). That is a fact that should be acknowledged by advocates of this regime. Indonesia shows us that a band can be overwhelmed by contagion.

4 Modifying the BBC Proposals

The last eventuality is one that might be addressed by a modification of the BBC regime. The problem is that, if speculative pressures prove sufficiently strong to overwhelm the defenses, confidence is likely to collapse and the exchange rate get carried away to badly misaligned levels as panic sets in. A potential solution is to weaken the rules so as to abandon the concept of a fixed line that has to be defended (a Maginot line) without abandoning the attempt to provide guidance to the market as to what range of rates are appropriate and to put the market on notice that policy will push in that direction. There are at least three potential ways of doing this (Williamson, 2000, pp. 26-29).

A first is to have the authorities announce a reference rate, equivalent to a parity or centre of the band, but not to announce any margins. The market would then know in what direction policy would push if the authorities did intervene or adopt other policies to influence the exchange rate, and market participants would presumably take account of this possibility in deciding on their strategy. A second possibility is to have “soft margins”, meaning that there would not be an absolute government commitment to defend the edges of the zones. Rather, in the event of strong speculative pressures, the government could announce that it would let the rate go outside the band, while warning the market that it planned to direct policy to bring the rate back within the band if and when that might prove possible. The third possibility is a monitoring band, which would be a band
around the announced parity within which the government would be committed *not* to intervene. Once the rate went outside that range, on either side, the authorities would be allowed to intervene, and indeed there might be a presumption that intervention would be normal. In all three cases there would be no Maginot line but there would be official guidance to the market as to what rates were believed to be consistent with a satisfactory macro position, with implications for likely intervention policy.

Stanley Fischer (2001) has questioned the usefulness of such a framework:

Recognising the difficulty for an emerging market country of defending a narrow range of exchange rates, John Williamson (2000) proposes alternative regimes. He calls these BBC arrangements: basket, band, and crawl. He also recommends that countries if necessary allow the exchange rate to move temporarily outside the band, so that they do not provide speculators with one-way bets that lead to excessive reserve losses. In these circumstances, the band is serving as a weak nominal anchor for the exchange rate, but it is not at all clear why such a system is preferable to an inflation-targeting framework. Possibly the band could be thought of as a supplement to an inflation targeting framework, but it would need to be demonstrated what if any benefit that brings. One possibility – which is not however very plausible – is that by committing weakly to some range of exchange rates, the authorities make it more likely that fiscal policy will be brought into play if the real exchange rate moves too far from equilibrium.

The “not very plausible” possibility that Fischer discusses at the end was in fact one of the purposes of the “blueprint for policy coordination” that Marcus Miller and I developed in the 1980s (Williamson and Miller, 1987). In my normative dreams I still hope that the world may one day be seized by the rationality of this approach, but I have long since stopped basing policy recommendations on the hope that it will be implemented any time soon. Neither do I think of the band as an alternative to an inflation targeting framework; I think of inflation targeting as the modern version of internal balance, and the BBC rules are intended to help combine internal balance with external balance. Hence the band should indeed be seen as a supplement to an inflation-targeting framework, and Fischer’s question is what benefits it may bring over and above what can be expected with a floating exchange rate. I see three such potential benefits: transparency, Krugman’s “honeymoon effect”, and the provision of a basis for cooperative exchange rate policies between neighbouring countries.
5 Transparency

One of the characteristics of managed floating is a lack of transparency. One cannot rely on informed public discussion of policy to illuminate its failings or suggest improvements, because the public is not provided with information on which it can judge whether the authorities’ aims are sensible, or whether they are succeeding in implementing those aims.

Or is the lack of transparency a disadvantage? Naturally think-tankers think it is, but government officials tend to take a very different view. They find it attractive to be able to act without the threat of informed criticism. They surely find life easier when there are no public benchmarks that can indicate their failure. They run much less risk of political censure when misalignments can be blamed on the anonymous market than when the headlines are prone to scream that their policies have failed. So it is not very difficult to understand the charm of managed floating to an insider.

What seems much stranger is that many academics are so tolerant of the lack of transparency of managed floating in an age when transparency has emerged as a litmus test of public institutions. A possible explanation is that not all have yet caught up with the reality reflected in the Calvo-Reinhart (2000) analysis of “fear of floating”, namely, that most countries that describe their policies as floating do not in fact resign themselves to allowing the market to work its will unimpeded. One might conjecture that these academics support free floating because they assume that the exchange markets work like the textbooks say they do, with ubiquitous rational expectations pinning down exchange rates to levels determined by “the fundamentals”. This is often regarded as desirable not just because “the market knows best”, but also because (like a currency board) free floating eliminates any role for discretionary policy. And then managed floating is accepted as a mildly degraded version of the real thing, that shares the virtue of being relatively immune to speculative crises – which is, after all, the major factor that has driven many to advocate the bipolar position.

Let us instead be realistic enough to accept the fact that few countries feel comfortable abandoning their exchange rate to either the workings of the free market or permanent fixity. Most governments and central banks believe that they can bring to bear something that the markets lack, namely, a focus on longer-term issues. My own view is that this is entirely reasonable. But then one needs to ask whether exchange rate policy should be subject to public scrutiny. If one regards that as desirable, that rules out managed floating.
6 Stabilising Speculation

In addition to providing transparency, a reference rate or any form of reasonably wide band has the potential to strengthen the incentive for stabilising speculation, and thus ease the problem posed by high capital mobility. This is essentially because of Krugman’s “honeymoon effect” (Krugman, 1991), which showed in a formal model how a credible promise of intervention at the margin would cause the market rate to avoid hitting the margin when it otherwise would have done even without intervention actually occurring. The expectation would cause rational profit-seeking speculators to speculate in a way that would be more stabilising (in the sense of more prone to hold the rate closer to equilibrium) than would otherwise be the case. A disadvantage of the various proposals for weakening the band discussed earlier is that they would all tend to weaken the stabilising impact of a credible band. The counter benefit that is being sought is to limit the loss of credibility that occurs every time that a government fails to deliver on a promise to maintain a band. How these two considerations would balance out is not a priori obvious, but there is no reason to dismiss the possibility that a credible promise to implement (say) the reference rate proposal should deliver less than a non-credible promise to defend a hard band.

But the more relevant question is whether a modified version of the BBC regime (meaning a reference rate, soft band, or monitoring band) should be expected to have an impact on the exchange rate if monetary policy is devoted to domestic purposes (inflation targeting). The models taught in economics textbooks say that exchange rates are driven by ubiquitous rational expectations of cumulative interest differentials between now and the long run determining the premium or discount from purchasing power parity (with possible qualifications about dependence of long-run equilibrium on factors like current account balance and the impact of portfolio composition). Those who believe those models are basically right will see no more scope for soft bands to make an impact than they do for sterilised intervention. But suppose instead that one is impressed (and depressed!) by the evidence that financial markets are often driven by fads; that one has abandoned hope of finding a rational explanation for last year’s weakness of the euro; and that one is convinced by the evidence that sterilised intervention sometimes has an effect (see Sarno and Taylor, forthcoming). In such a world it seems entirely possible that a soft band that informs the market of official estimates of the equilibrium rate, and promises actions (even short of monetary actions) to push the rate toward equilibrium, can serve to guide market expectations.
7 Policy Cooperation

Latin America is the prize exhibit of those who subscribe to the bipolar view. The intermediate regimes that used to be the norm have all but vanished. In their place one has Argentina with a currency board, Ecuador and El Salvador that have gone even further by unilaterally dollarising, and a number of floaters that include Brazil, Chile, Colombia, Peru, and Mexico. Most of the floaters have also adopted inflation targeting. Among the larger countries, only Venezuela retains an intermediate regime, and most of us do not think of contemporary Venezuela as a model of enlightened economic policy.

One of the disadvantages of this situation is that neighbouring countries with intense mutual trade relations can experience strong swings in their bilateral exchange rates. This can happen when two countries are both independently floating. European experience suggests that this will be perceived as an increasingly unacceptable situation as trade ties deepen. The problem can also arise, and may indeed be even more acute, when one country has pegged firmly to the dollar and the other floats: Argentina and Brazil provide the classic example. There is at least some presumption that a floating rate will move in response to a shock of relevance to the domestic economy, but the movements in the dollar are governed entirely by shocks extraneous to a country that pegs to it. This problem tends to be obscured from view in Latin America because the dollar is regarded as a fixed numeraire, but in fact its gyrations can have very uncomfortable effects on countries that peg to it, as the Asians discovered in 1996 and Argentina began to realise last year.

If two or more countries with independently floating currencies decide that disruptions to their intra-trade are sufficiently serious to warrant action, they can follow the precedent of Europe when it created the EMS in the late 1970s. Or they could look at the contemporary debate in East Asia about concerting exchange rate policies by pegging to a common basket. If the authorities are unhappy about the bilateral exchange rate implied by their floating currencies, they can delay the start of the system until their currencies have floated to levels that produce a mutually satisfactory bilateral (or multilateral) relationship, and a little activism can help them float there.

Matters would be more difficult if Argentina were to decide that its monetary future lay in seeking a Mercosur monetary union. That strikes me as a reasonable objective. Argentina does more than twice as much trade with the rest of Mercosur as it does with the United States, some 35 percent compared to 14 percent (1998 figures). Its shocks are presumably much more similar to those experienced by Brazil than to those
experienced by the United States. And both countries seem as thoroughly inoculated against a revival of hyperinflation as post-Weimar Germany proved to be. However, there seems little doubt that the devaluation of the Brazilian real in 1999 left the peso overvalued in terms of the real. Argentina would be ill-advised to allow such an overvaluation to be built into a monetary union. And it certainly will not want to start discussing a devaluation of the peso in terms of the dollar, a discussion that could easily unravel the confidence that has been so painfully built up over the past decade. That means that it would have to rely on some combination of downward pressure on the price level in Argentina, real appreciation of the real, and a downward float of the US dollar in order to allow it to achieve a tolerable starting point for the bilateral relationship. Fortunately the fact that the dollar is so overvalued as a result of the “strong dollar” policy (or at least rhetoric) leaves plenty of scope for a dollar depreciation in the coming years.

It would be a shame if Argentina got locked into a refusal to discuss the advantages (and doubtless disadvantages) of a Mercosur monetary union on the ground that this might undermine confidence in Argentina’s perpetual fidelity to the dollar. Such a debate should take place, however, with a common assumption that the necessary real depreciation of the peso in terms of the real will be accomplished without a devaluation of the peso against the dollar. When the peso-real relationship in real terms achieves some target level (a target that can be discussed and agreed in advance), the peso would be unhitched from the dollar and tied instead to the real, e.g. in the way that the European currencies were linked in the EMS. That way there will be no incentive to switch in or out of the peso in anticipation of the delinking of the peso from the dollar, for there will be no discontinuity in market values on the day the transition is made. If a dollar depreciation is an important component of the reason for hitting the target and if market opinion is carried away with pessimism about the prospects for the dollar in the customary faddish way, it will look attractive to switch from dollars into pesos at the time of transition. There is no harm in that.

8 Concluding Remarks

This paper has challenged the conventional view that the mass migration of exchange rate regimes in Latin America toward the two approved poles of floats or hard fixes is a welcome development. While the “fear of floating” diagnosed by Calvo and Reinhart may prevent countries floating as freely as the Washington establishment might wish, and thus limit the potential damage to competitiveness when the next capital surge
materialises, the likely costs are still significant. Policy will be undesirably non-transparent. The regime will forego the opportunity of building up credibility that could ultimately result in making speculation more stabilising. And there will be problems of intra-region competitiveness changing arbitrarily that are likely to impede the process of regional integration. I have argued that one can conceive of solutions to this problem other than all countries adopting hard pegs to the dollar, a solution that would not seem attractive to countries much south of the Caribbean.

References

Comment on “Exchange Rate Policy in Latin America: The Costs of the Conventional Wisdom,” by John Williamson

Carlos Massad

As usual, John Williamson provides us with a most interesting and thought provoking paper. It is, in essence, a summary of the evolution of John’s thinking on exchange rates, moving from a very specific crawl (1965) towards a sort of floating cum signals with soft or inexisting limits for the band.

In John’s view the basket of currencies as centre of the band should reflect the relevance of the international trade relationship; the band reflects the uncertainty regarding the “equilibrium” or “fundamental” value of the real exchange rate; and the sliding of the basket reflects the need to adjust according to inflation differentials and productivity, or to support disinflation. As John Williamson’s thinking progresses through the paper, the BBC (band, basket, crawl) is somewhat magically transformed into a CBS (crawling basket signal) as he progressively relaxes the restrictiveness of the limits of the band. This makes the paper very difficult to criticise as the degree of precision of the band definition is left to the reader.

In fact BBC, and even CBS, represent the exchange management in Chile during most of the 1990s when we had a band, basket and crawl until September 1999. On that date, the Central Bank of Chile suspended the commitment to support the limits of the band, but kept publishing, without commitment, the centre of the band.

John wonders why Chile abandoned the formal band scheme in September of 1999, implying that such a move was a mistake. Floating in Chile is too recent to grant a formal systematic evaluation, but there is some evidence already available in favour of the present system in Chile.

Figure 1 shows that the Chilean BBC was far from being a strict one, as the band was widened, narrowed, twisted and tortured frequently during its decade of existence. The figure also shows that, up to 1998, the market rate kept at the most appreciated side of the band, moving towards the depreciated side later on.
Chile’s experience shows that financial variables play a very important role in the determination of the “equilibrium” or “fundamental” value of the real exchange rate for periods that are relevant to policy making, and that it is silly to ignore such effects under present circumstances of foreign exchange and capital markets. In fact, the rather large width of the band did not avoid the need for strong defense during 1998. The BBC scheme in use at the time did undergo speculative attack, which put the Central Bank between Scylla and Charybdis: either to strongly defend the band or to lose credibility completely. In practice the BBC became a crawling peg when the need to defend the band predominated. A BBC scheme is likely to be attacked just as a crawling peg.

By the way, we never know whether the real exchange rate is in line with fundamentals: one can expect expert opinion to diverge, even substantially, among governmental authorities. Even standard models of fundamentals for the real exchange rate have high standard errors (around 5 percent), which make that a band of plus and minus 10 percent may be perceived as a narrow one.

As fundamentals ought to include the situation of financial markets and calculations of the long-term “equilibrium” rate do not, a scheme that is perceived as a relatively rigid one may be easily attacked after a change of sentiment of investors. When the attack occurs, there is no sterilised intervention capable of defeating it. Sterilised intervention implies that the Central Bank provides the necessary liquidity to continue the attack.
Unavoidably, non-sterilised intervention must be used, what implies that sharp changes in real interest rates occur, transmitting volatility from the financial markets to real output and employment. In the case of Chile it is quite clear that the volatility of the interest rate was much larger during the BBC period than what it has been during the floating period, up to now.

In the Chilean case, exchange rate volatility has not been larger with floating. As a matter of fact, if one makes calculations of a virtual band from September 1998 to date, using the rules applicable then, the market exchange rate never crossed the limits of the band. It did approach those limits but, contrary to what happened during the BBC period, there have been no speculative attacks. Prior to floating, every time the market exchange rate approached the limits of the band speculative attacks developed and the authorities were forced to intervene directly or indirectly through changing the band or adjusting restrictions.

The Chilean peso volatility after floating is lower than that of the euro, the yen, the Mexican peso, the Brazilian real, the New Zealand dollar and the Australian dollar. Perhaps this is at least in part a consequence of the way in which we implemented the transition from BBC to floating. The process took almost two years: the accounting system of the Central Bank was modified to mark to market; currency mismatch regulations were introduced and strengthened in the financial system; banks were instructed to take into account currency mismatches of their borrowers when evaluating risk; instruments for exchange rate risk coverage were introduced and actively promoted by the Central Bank; possibilities for international operations of the banking system were widened; regulations for the placement of private paper abroad were reduced and authorisation was given to issue paper in pesos or UF’s.1

All these measures were taken in the framework of a very strong financial system, which exceeded the Basel capital requirements by over 50 percent, while non-performing loans comprised less than 2 percent of the banking system’s total loan portfolio and provisions exceeded that figure. Only after these measures were put in place the peso was floated, at a time of our own choosing, with relative calm in the market.

We are quite satisfied with our floating experience up to now. Floating introduces the right incentives to minimise exchange risks. We feel that floating has provided us with additional degrees of freedom in monetary policy, which we have been exploiting in the last 18 months: while the Federal Reserve increased the Federal Funds rate (FFR) by over 100 basis

---

1 The UF (Unidades de Fomento) is an inflation-indexed Chilean monetary unit that is adjusted daily to reflect changes in the previous month’s consumer price index.
point, we could keep our own rate stable and even falling. We reduced real rates by 50 basis points while the Federal Reserve FFR was still moving upwards.

It is true that the lack of synchronisation of interest rate movements pushed, at times, the exchange rate close to the limits of the old band, but the fact that there were no rigid points of attack avoided speculation and pre-empted sharp responses with interest rate.

In his paper John Williamson compares the abandonment of the bands in Russia, Indonesia and Chile. This is a curious comparison, but it is illustrative of the variety of countries that have used this system, and the number of *ex post* explanations to justify its abandonment. Nevertheless, it is our opinion that it is better to have a system that *ex ante* does not introduce potential risks of credibility in such a volatile relative price as the exchange rate. Hence, the floating in Chile.

I think we have learned through hard experience that schemes where the authorities have to make explicit their preference for a given exchange rate lead only to a loss of credibility. John is quite aware of this and he rejects any rigid interpretation of the BBC scheme including a Maginot line, adding shades of grey to an already grey area: flexibility, *ma non tanto*; sometimes, but not always. In the present world this is hardly feasible unless one goes the road of insulating against capital movements instead of covering against exchange rate risks.

A very attractive banner that John hoists is that of the focus in the medium term, arguing, “governments and central banks may contribute a vision that the market lacks”. The question here is whether a scheme of exchange rate bands, discretionally adjusted, with little transparency, is the way to have this focus. Wouldn’t it be better to have a floating scheme, transparent, where fiscal and monetary policies play according to established rules of the game, and where interest rate policy is framed with a strong focus on the medium term (e.g. a two-year inflation target)? Why should the exchange rate be the medium-term target? If one believes in the long-term neutrality of money, it is hardly useful to have medium-term targets for the real economy assigned to monetary policy. More than that, it is extremely dangerous, as it would imply assigning responsibilities without enough tools, what leads to discredit and failure.

The reading John makes of the Krugman model on stabilising speculation results from the fact that, in that model, the band has full credibility, so the exchange rate never gets far away from the centre of the band (an inverted U-shape distribution). But the empirical evidence, and Krugman also states so, is that the contrary happens! (U-shaped distribution). This happens precisely because, in practice, the bands have had little credibility.

In any case, it is important to notice that, in principle, a floating
exchange rate does not preclude interventions to limit the degree of volatility, even though one can doubt the efficacy of such intervention. The cases of Mexico and Australia are illustrative: they have introduced automatic mechanisms to intervene so as to smooth the path of the exchange rate, but volatility is still substantially larger than in Chile, where there has been no intervention at all. Certainly, the Chilean Central Bank may also intervene in a much more massive way if it is facing situations of serious liquidity shortage, for instance due to regional financial crises. Therefore, there is no need to fix boundaries to the exchange rate in order to limit speculation. On the contrary, it is possible that going that way (i.e. by adopting a BBC) one may encourage speculation, as the Central Bank credibility is put at stake through the setting of a fixed, or crawling, numeric value for the exchange rate.

Hence, going from BBC to CBS may not be enough. But we do need additional time to pass a more strict judgement in the Chilean case.
East Asia’s Experiences with the Free Floating Exchange Rate System

Yung Chul Park and Chi-Young Song

1 Introduction

Many studies have shown that an exchange rate fixed at an untenable level was invariably one of the major causes of financial crises as in the cases of Mexico, East Asia, and Russia. In particular, adjustable peg exchange rate systems have proved to be unworkable over any length of time for those emerging market economies integrated or integrating into the international capital markets and should not be expected to be viable (Fischer, 2001). The major part of the argument against intermediate regimes is the impossible trinity; that is, fixed exchange regimes lose monetary independence when the capital account is fully liberalised.

Echoing this view, Blinder (1999) argues that floating rates should be the accepted norm in the new financial architecture. Dornbusch (1999) claims that countries in East Asia have no option but to move to a flexible exchange rate system. Williamson, who has long been an advocate of intermediate regimes for emerging market economies, concedes in his recent book (2000) that “no country that had been allowing its currency to float reasonably freely has suffered a crisis anywhere near as acute as those experienced by the East Asian victims of the 1997 crisis”, although this evidence does not mean that crises are impossible in flexible exchange rate regimes. While there has been growing support for the free floating exchange rate system in emerging market economies, intermediate regimes have by no means been hollowed out. Frankel (1999), Williamson (2000), and many others still believe that a variety of adjustable peg systems are more likely to be appropriate in emerging market economies than corner solutions. Nevertheless, proponents of intermediate solutions constitute a minority of the economic profession.

Despite the overwhelming support for the free floating system in emerging market economies that are open to capital flows, many countries in East Asia have been reluctant to let their exchange rates fluctuate. Malaysia decided to adopt a fixed exchange rate system in the midst of a crisis, China continues to adhere to what they call a managed floating system, and other East Asian countries with a free floating system intervene extensively to stabilise their nominal exchange rates.
An important question is why these emerging market economies in East Asia have so little confidence in the free floating exchange rate system. Proponents of the floating exchange rate system argue that the system is decidedly less vulnerable to speculative attacks in a world of mobile capital because it could play the role of absorbing both foreign and domestic shocks. Following this line of argument, the IMF and many experts have recommended variants of the Mundell-Fleming model with a Phillips curve and inflation targeting to emerging market economies open to international capital flows as a macroeconomic policy framework. East Asian policymakers do not appear convinced that such a framework would be operable and effective in ensuring price stability while sustaining robust growth and avoiding large current account imbalances. This lack of confidence in the new macroeconomic system has raised the question of whether alternative frameworks such as floating with capital control or an intermediate regime with capital mobility may be more appropriate to many East Asian emerging market economies.

The purpose of this study is to analyse the behaviour of the nominal and real exchange rates and exchange rate policy of the three crisis-hit economies in East Asia – Indonesia, Thailand, and Korea – which shifted to the free floating system in 1997 as part of the conditionality for the IMF rescue financing. Section 2 discusses some of the reasons that make these economies reluctant floaters. One of the problems of free floating are the large swings in the nominal exchange rate. They make business harder and more costly to firms engaged in foreign trade and also complicate short-run management of macroeconomic policy and long-term development strategy.

In Section 3, we examine whether the intermediate exchange rate regime could be an alternative system appropriate to East Asian economies. Section 4 investigates the extent to which volatility of the nominal exchange rate in the three countries has increased since lifting foreign exchange controls. A number of recent studies suggest that the authorities of all three countries have intervened systematically and rather frequently in the foreign exchange market. Section 5 attempts to identify some of the objectives of their intervention. One of the advantages of a free floating exchange rate system compared to intermediate or fixed exchange rate regimes is that it frees monetary policy from stabilising the nominal exchange rate to be used to achieve domestic policy targets – price stability and low unemployment. Section 6 analyses the issue of whether the three countries have gained monetary autonomy since adopting the free floating system. Concluding remarks are found in the final section.

---

2 Fear of Floating: East Asian Experience

Perhaps the most common argument against a free floating system is that under flexible rates, exchange rates often move too much, in particular in small economies with open capital markets, and that these movements are unrelated to fundamentals, causing undesirable movements in real exchange rates. As shown in Figure 1, the indices of real exchange rates of Indonesia, Korea, and Taiwan display considerable instability in the 1970s and 1980s. After a relatively stable period thereafter, the real exchange rates collapsed when the crisis broke out in 1997. Since then they have been fluctuating widely again, largely because of the increase in volatility of the nominal exchange rates, which in turn may be caused by the increased volatility of capital flows.

When foreign exchange markets are deregulated after a long period of control in emerging market economies, they tend to be shallow, brittle and lack the market-supporting infrastructure. As a result, even a small change in capital flows or market expectations could trigger a large change in the nominal exchange rate. At times, the high degree of volatility in exchange rate movements is costly and may become unbearably high, in particular to those small and medium-sized enterprises (SMEs) engaged in foreign trade which have limited access to or have to pay high costs of hedging.

In the foreign exchange markets of many emerging market economies, market participants are limited. Branches of foreign banks operating in these economies often play the role of market makers, but they are small both in size and number. Many domestic banks are inexperienced in managing the risks involved in forward transactions. They are also constrained in their forward market operations, because they cannot obtain lines of credit from foreign banks that they need to serve as market makers. Since their credit ratings are often below the investment grade, the foreign banks tend to be conservative in their lending to the domestic banks. Furthermore, paucity of short-term financial instruments with different maturities available in domestic financial market limits the menu of forward contracts. For these reasons, domestic banks often have to square their foreign exchange positions and hence are reluctant to offer forward contracts to domestic firms.

In Korea, for example, only large industrial groups have been able to hedge their foreign exchange exposures through the forward exchange

---

2 See Mussa et al. (2000) for a higher degree of volatility of the exchange rate in the flexible exchange rate system.
Figure 1  Real Exchange Rate Movement in the East Asian Crisis Countries, 1970-2000  
(average 1990 = 100)

Note:  
The real effective exchange rate of each country against the currencies of 19 industrial countries.

Source: JP Morgan website.
market. SMEs are required to provide collateral for forward cover, making the cost of hedging much higher than that of large firms. Most of the SMEs do not have a skilled staff capable of managing complex arrangements that forward market transactions require. Currency futures and options are available in some emerging market economies, but cannot be used as a means of hedging, because the markets for these instruments are small and illiquid. It takes time to develop the market infrastructure necessary to help stabilise the exchange rate. However, neither the public nor policymakers are prepared to wait until a more deeper and wider market develops. In the end, the policymakers are pressured or find justification to intervene.

The second reason is that large swings in the nominal exchange rate could cause misalignment of the real exchange rate. The misalignment may make it difficult to maintain export competitiveness at an appropriate level and therefore to support rapid growth of those economies oriented toward an export-led development strategy. As we discuss below, it will also complicate management of the current account.

With the deregulation of capital account transactions, capital flows have increasingly dominated changes in the nominal exchange rate in many emerging market economies: mobile capital in and out of these economies has largely determined the direction and scope of fluctuations and often resulted in an overshooting of nominal exchange rates. Under these circumstances, assuming that the parity condition holds in real term, there is no reason to believe that an equilibrium real exchange that satisfies the arbitrage relation for a given domestic real interest rate and expected real exchange rate will also be the rate that could maintain export competitiveness. Nor would it necessarily be the rate that will balance the current account.

In models of free floating and capital mobility with inflation targeting, such as the one developed by Svensson (2000), the current account is immaterial and does not raise any policy problems because current account imbalances are adjusted through lending to or borrowing from the international financial markets. This assumption may be incorrect and unrealistic. It may be incorrect, because the current account is also driven by exports and an import demand. Hence, the current account is not only affected by exchange rate changes resulting from capital movements, but also by the level of income. It may be unrealistic, because most emerging market economies integrating into the international financial markets cannot go on borrowing indefinitely: most of them are in reality subject to borrowing constraints.

To elaborate further on the current account issue, consider an exogenous increase in the foreign interest rate. In the Mundell-Fleming model
with a Phillips curve that assumes free floating and capital mobility and introduces inflation targeting, this change induces an increase in capital outflow. This outflow subsequently causes, other things being equal, a depreciation of the currency, which in turn builds up inflationary pressure, a gain of export competitiveness and an incipient surplus on the current account that was initially balanced. The expansionary effects of the depreciation results in an increase in output and domestic interest rate. Depending on the strength of the inflationary pressure, monetary authorities may move to tighten money market conditions to raise further the interest rate to meet a predetermined inflation target. These changes are likely to prevent any further weakening of the currency, but to have ambiguous effects on the current account. If the initial capital outflow and the subsequent changes in output and interest rate create expectations of further depreciation of the currency, then the current account may remain in surplus at a new equilibrium.

Conversely, an increase in capital inflows triggered by a fall in the foreign interest rate may cause an appreciation of the currency with a subsequent deterioration in the current account. The increase in capital inflows would therefore exert downward pressure on the interest rate and the level of output. The inflation targeting may then require an easing of monetary policy. As in the case of the increase in the foreign interest rate, however, these changes may not dissipate the pressure for appreciation and hence may not restore balance in the current account. As we discuss below in this section, if the deficit is large and expected to grow, foreign investors and lenders may view the imbalance as a sign of serious structural weaknesses and pull out their investments. When the withdrawal is combined with the herd behaviour in the international financial markets, it precipitates a major crisis. To the extent that maintaining a current account imbalance at a manageable level is an important policy objective, as it is in many emerging market and developing economies, policymakers of these economies are likely to intervene to stabilise the exchange rate.

Fischer (2001) proposes to use fiscal policy as an instrument for managing the current account when it is in a large deficit as a result of an appreciation of the real exchange rate. When monetary policy is locked in for inflation targeting, this means that fiscal policy is reserved for achieving either the current account or employment objectives. However, it is rather obvious that such a target-instrument approach could destabilise the Mundell-Fleming model with inflation targeting in the short run.3

---

3 In the long run, it is reasonable to assume that the capitalised value of present and future current account imbalances approaches to a constant level, if not zero. However, at this stage of debate, it is not clear how and whether the international financial markets could ensure such a long-run equilibrium in the absence of policy intervention.
Consider an increase in the foreign interest rate. Other things being equal, this will induce an outflow of capital, thereby depreciating the currency. The weaker currency generates a surplus on the current account while it builds up inflationary pressure through the increase in both the prices of imports and net exports. Monetary policy will be tightened up to reduce the inflationary pressure. On the other hand, fiscal policy will have to be expansionary to reduce the incipient current account surplus. Therefore, policymakers may find themselves in an unsustainable situation where they pursue contractionary monetary policy and expansionary fiscal policy at the same time.

A third reason for the reluctance of deregulating the foreign exchange market is the concern that in the free floating system changes in the exchange rates of the three major currencies – the US dollar, the euro, and the yen – could and in fact do augment the instability of both the nominal and real effective exchange rates of the East Asian currencies much more than otherwise. Most East Asian countries trade heavily with Japan and increasingly compete against Japanese exporters in the third markets. As a result, the yen-dollar exchange rate is an important variable in determining their real effective exchange rates. The large swings in the yen-dollar exchange rate are then translated into a high degree of instability of the real effective exchange rates of these economies.

For example, when the yen depreciates against the dollar, the other East Asian currencies appreciate in real effective terms even when their fundamentals do not change so long as their dollar exchange rates remain unchanged. In the absence of market intervention that engineers a depreciation vis-à-vis the dollar, these currencies will now be too strong. The Japanese economy then expands as their exports become relatively more competitive, while other East Asian economies experience a slowdown in their growth, generating divergence in the business cycle in Japan and the rest of East Asia. Policymakers of the other export-oriented East Asian economies will then be hard pressed for restoring export competitiveness. One might argue that foreign investors, knowing the possible divergence in the business cycle, may curtail or withdraw their investments in the East Asian countries once they observe a weakening of the yen, which subsequently forces a depreciation of the East Asian currencies vis-à-vis the dollar. However, there is as yet no strong empirical evidence supporting this type of adjustment.

A fourth reason is that in a world of free capital mobility the free floating exchange rate system could exacerbate rather than temper the boom-bust cycle associated with pro-cyclical capital flows: the system may not be able to guard against speculative disturbances as effectively as it is claimed to be. For example, consider a large increase in capital inflows in
an emerging market economy attracted by the prospect of a boom (a higher expected rate of return). The increase initially creates pressure for currency appreciation. However, the initial appreciation may not deter or reverse the inflows if it does not create expectations of depreciation and more so when foreign investors’ perception of economic expansion does not change.

So long as this perception of foreign investors persists, both domestic and foreign investors are likely to come to believe that prices of assets will increase continuously. This expectation will in turn attract further foreign capital inflows. In the absence of central bank intervention, the inflows will then lead to monetary expansion and subsequently increases of the prices of equities and other assets including real property. The asset price increase keeps the currency strong, but the booming asset markets and domestic demand expansion do not generate any expectation of depreciation, hence resulting in further inflows, which in turn feed on speculation in the asset market.

The appreciation of the currency will undermine the competitiveness of exports and shift resources to the non-tradable sector; eventually it will slow down export earnings and bring about a deterioration in the current account. It may take some time to observe such effects of appreciation on trade account. Only when the current account begins to show signs of a large deterioration, would currency depreciation expectations set in. Once the current account deficit is perceived to be too large to be sustainable, market expectations may shift and foreign portfolio investors and lenders may pull out their investment all at once. Such an exodus of foreign investors could easily provoke a major financial crisis as it did in Thailand during the 1997 crisis.

In many East Asian countries, foreign portfolio investors were dominant forces in determining the direction of asset price movements in the 1990s. Many domestic investors tend to mimic the portfolio choices of foreign investors in the belief that foreign market participants have more accurate expectations of future exchange rates.

---

4 For the sake of simplicity, it is assumed that the domestic bond market is underdeveloped and closed to foreign investors as it is in many emerging market economies.
5 In a floating regime, there is a tendency that a change in the spot rate leads to an almost identical change in the forward rate (Svensson, 1992). Williamson (2000) argues that this evidence implies a lack of market expectation that the exchange rate may return to an equilibrium level “within any time horizon relevant to market participants”. Given this exchange rate behavior, the expected future exchange rate may simply appreciate also as the spot rate appreciates.
6 For a similar argument, see Furman and Stiglitz (1998).
7 There is also evidence that foreign investors have tended to augment fluctuation of asset prices in East Asian financial markets. At least, one empirical study shows that foreign investors are positive feedback traders and exhibit herd behavior. See Kim and Wei (1999).
information on and better capability of analysing market developments. This imitative behaviour of domestic investors could aggravate the instability of financial markets further.

A fifth reason is that depreciation may complicate inflation management. As far as inflation management is concerned, Velasco (2000) argues that the fear of floating is exaggerated because price stability could be sustained through introduction of inflation targeting as an appropriate nominal anchor in an economy open to international capital flows. However, as we have argued earlier, the open economy models developed by Svensson (1997, 2000) and McCallum (1999) suggest that inflation targeting could aggravate instability of the nominal exchange rate as it could conflict with the current account management. An obvious case is an exogenous terms of trade deterioration which will build up inflationary pressure. Faced with the prospect of rising inflation, central bank authorities may have to raise the domestic interest rate. The increase dampens domestic demand, but at the same time induces inflows of foreign capital, which will in turn lead to an appreciation of the currency. The stronger currency could then reinforce the effect of the terms of trade deterioration to offset the contractionary effect of a higher interest rate. The current account deficit will increase further. As noted earlier in this section, such a deficit, depending on its size and sustainability, could cause an outflow of capital and a speculative attack on the currency crisis as it did in East Asia in the 1997-98 period.

A higher degree of volatility of the nominal exchange rate also weakens the effectiveness of monetary policy as the instrument of inflation targeting, because it requires a higher risk premium for foreign investors to hold domestic currency denominated assets of emerging market economies. The domestic interest rate that satisfies the parity condition will then be higher than in less flexible exchange rate regimes. The high premium will limit the flexibility of monetary policy in adjusting the interest rate consistent with inflation targeting; in particular, it may create a downward rigidity in the interest rate so that authorities may not be able to ease monetary policy even when a deflationary tendency sets in. In particular, this potential rigidity means a limited applicability of the Taylor rule in emerging market economies.

Finally, a number of recent studies on exchange rate policies have shown that policymakers in developing and emerging market economies have been reluctant to let their exchange rates fluctuate freely for fear of a large depreciation. One of the policymakers’ concerns with the free floating system is the effect of the currency mismatch of a large depreciation on the balance sheets of banks and corporations with a large amount of US dollar denominated debts (Calvo and Reinhart, 2000a and 2000b; Eichengreen
and Hausmann, 1999; Goldfajn and Olivares, 2000; and Mussa et al., 2000). Another is that a large depreciation could downgrade their sovereign ratings and consequently reduce their accessibility to international financial markets (Goldfajn and Werlang, 2000; Calvo and Reinhart, 2000b; and Hausmann et al., 1999).

3 Intermediate Regimes for East Asia

East Asian policymakers are under constant pressure to keep both the nominal and real exchange rates stable. Although they are often fighting a losing battle, the authorities continue to use monetary policy as the main tool for stabilising both the nominal exchange rate and inflation rate despite the fact that monetary policy fundamentally affects the nominal and not the real exchange rate (Fischer 2001).

Should East Asian countries then eschew the flexible exchange rate system in favour of other arrangements with less flexibility? Whatever its merits, East Asian countries would not find it practical or politically acceptable to move to a currency board. The currency board system faces an implementation problem of choosing the currency to peg to and the system completely lacks a domestic lender of last resort.

Intermediate arrangements such as crawling pegs with wider bands or the BBC (band, basket and crawl) have their share of problems. However, as long as policymakers of emerging market economies do not have confidence in the free floating regime, it is likely that they will continue to search for an intermediate regime. According to Williamson (2000), the basic rationale for searching for an intermediate regime may be “the fear that freely floating exchange rates are badly behaved, i.e. prone to losing touch with the fundamentals, as to become misaligned.” When the nominal exchange rates fluctuate as widely as they have in many emerging market economies, Williamson (2000) points out, the real exchange rates could be misaligned, and the East Asian countries may not be able to keep the competitiveness of their exports and to sustain the rapid growth they were able to achieve for more than a quarter century prior to the East Asian crisis.

As noted earlier, there is the widespread suspicion that the authorities of the three East Asian countries under consideration have intervened in the foreign exchange market. Although it is speculated that their purpose of intervention is primarily to sustain a relatively high rate of growth through promotion of exports, there is little information as to how, and to what extent they will intervene to influence the exchange rate movement. This lack of information on the modality of intervention has created a
considerable amount of uncertainty in the foreign exchange market, which could become a cause of instability of the exchange rate.

After the 1997 crisis, all three countries have been keen on generating current account surpluses to service their foreign debts and to increase their holdings of reserves. At the same time, these countries were forced to float their exchange rates and to maintain a highly liberalised capital account. For the reasons that are analysed in the preceding section, these policy reforms and the current account objective have contradicted each other. Since the crisis erupted in 1997, the authorities of the three countries have been reluctant to allow the nominal exchange rate appreciate over and above a certain level for the fear that such an appreciation may jeopardise their efforts at generating current account surpluses. As a result, it appears the authorities have had an intervention point in mind in managing exchange rate policy, although such a point in terms of the level of the nominal exchange rate is not well defined or known, if indeed it does exist. That is, exchange rate policy in these countries has been implemented without any reference to the parity or an equilibrium exchange rate or the intervention band. This mode of intervention is often classified as managed floating, which suffers from the failure of providing the market with the focus needed for stabilising speculation.

Because of this and other weaknesses of managed floating, Williamson (2000) proposes three new intermediate regimes that are less prone to crises by relaxing the obligation of intervention when the exchange rate moves out of a predetermined band. These new intermediate regimes include: the reference rate proposal in which the authorities do not have to defend a parity on an equilibrium exchange rate but are not allowed to push their currencies away from the parity; soft margins in which authorities target a moving or geometric average of current and past market exchange rates to remain within a predetermined band rather than targeting the market exchange rate to remain within a predetermined band at all times; and monitoring bands that require hands-off policy within a pre-announced band, but allow intervention without obligation to intervene once the rate goes out of the band to bring it back within.

Admittedly, the modified versions of an intermediate exchange rate regime may be more effective than old systems in reducing the vulnerability of emerging market economies to speculative attacks. Nevertheless, they may not be free from the traditional criticism of intermediate regimes in general that a reference rate or an equilibrium exchange rate can not be easily defined or estimated for the purpose of implementing exchange rate policy insofar as some of the economic fundamentals that presumably determine the exchange rate are not easily identifiable. Even when a set of fundamentals can be classified, in reality it may not be easy to observe
changes in these variables as a whole that may dictate changes in the equi-
librium exchange rate around which a soft margin is to be established. This
problem has become more complicated with the deregulation of capital
account transactions. In the modified intermediate regimes, the band
serves as a weak nominal anchor for the exchange rate. Fischer (2001) is
questioning whether such an anchor is preferable to inflation targeting.
More important, all of the new proposals for an operational intermediate
regime have not been tested to determine their viability and are not neces-
sarily immune to the criticisms of the old regimes.

In so far as the effectiveness of the new intermediate regimes remains to
be proved, emerging market economies, before jumping to an intermediate
regime, will be better advised if they attempt to find out to what extent
volatility of their nominal exchange rates has increased since shifting to
free floating and what the causes of the increase are if it has. One advan-
tage of the flexible exchange rate system is that it allows the monetary
authorities a measure of independence in conducting monetary policy to
attain domestic policy objectives – low inflation with a high level of
employment (the Taylor rule) – which may in turn help stabilise indirectly
the nominal exchange rate. In subsequent sections, we will address these
issues to examine further the viability of the floating exchange rate regime
in East Asian economies.

4 Volatility of the Nominal Exchange Rate

The regime shift to the free floating system led to an increase in the ex-
change rate volatility in Indonesia, Korea and Thailand. This can be easily
found in Figure 2, which depicts the daily movement of the exchange rates
of the local currency vis-à-vis the US dollar. In this section, we analyse the
behaviour of the nominal exchange rates to determine to what extent
volatility of the exchange rate increases in these countries since shifting to
the free floating regime. For this purpose, we have estimated GARCH
(generalised autoregressive conditional heteroskedasticity) variances of the
daily changes in the exchange rates. Our empirical examination follows a
GARCH (1,1) model that consists of the following two equations:

\[
\Delta s_t = c_0 + \sum_{i=1}^{m} \alpha_i \Delta s_{t-i} + u_t, \quad u_t \sim \Omega, - (0, \Omega_t)
\]

(1)

\[
b_t = c_1 + \beta_1 u^2_{t-1} + \beta_2 b_{t-1} + \varepsilon_t
\]

(2)

where \( s_t \) is log of the exchange rate of a local currency per US dollar, and \( \Delta \)
is a first difference operator. \( u_t \) is an error term of the mean equation (1)
Figure 2  Daily Exchange Rate Movement in Indonesia, Korea and Thailand, 1995-2000

A. Rupiah/Dollar

B. Won/Dollar

C. Baht/Dollar

Source: Bloomberg.
and \( h_t \) is a conditional variance of \( u_t \). \( \Omega_t \) represents a set of information available at time \( t \) and \( \varepsilon_t \) is an error term of the variance equation. We have estimated equations (1) and (2) for the three East Asian countries which shifted to free floating in 1997 from a managed floating system (a fixed regime in the case of Thailand) and then compare the values of the conditional variances across the different exchange rate regimes.

Our sample period for the managed floating or fixed regime runs from May 1, 1995 to April 30, 1997, while the sample period for the free floating regime is two years from January 1, 1998 to December 31, 2000. We exclude the first few months of the 1997 crisis from our sample even though the exchanges rates were allowed to freely float in all three countries during this period, because the inclusion of the earlier period of crisis in the free floating regime could overstate the exchange rate volatility and then skew the results. The length of dependent lags in equation (1) follows the Schwarz information criterion.

The results of our estimation of equations (1) and (2) are reported in Table 1. They suggest that volatility of the exchange rate under the free floating system is much greater than under the managed floating regime in all three countries. In particular, the increase in volatility has been most conspicuous in Indonesia: among the three countries, Indonesia shows the largest increase in volatility of the exchange rate under the free floating regime. According to our estimation, the volatility of the free floating

<table>
<thead>
<tr>
<th>Table 1</th>
<th>GARCH Estimation of Exchange Rate Volatility</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fixed or Managed Floating</td>
</tr>
<tr>
<td>Variables</td>
<td>Indonesia Korea Thailand</td>
</tr>
<tr>
<td></td>
<td>[ c_0 ] (3.501)</td>
</tr>
<tr>
<td></td>
<td>( \Delta s_{t-1} ) (-2.476)</td>
</tr>
<tr>
<td></td>
<td>[ c_1 ] (4.875)</td>
</tr>
<tr>
<td></td>
<td>( u^2_{t-1} ) (5.491)</td>
</tr>
<tr>
<td></td>
<td>( b^2_{t-1} ) (8.165)</td>
</tr>
<tr>
<td>Average of ( h )</td>
<td>[ 2.14x10^{-6} ]</td>
</tr>
</tbody>
</table>

Notes:
*, **, *** Significant at, respectively, 1%, 5%, and 10% level.
Figure 3  Capital Inflows in East Asian Countries, 1991-2000
(millions of dollars)

Sources:
The Bank of Korea website, and the Bank of Thailand website.
regime in Indonesia is about 115 times higher than that of the managed floating period. There has also been a marked increase in the exchange rate volatility in Thailand. Our results indicate that it increased by more than 20 times. Since the exchange rates in Indonesia and Thailand had been very stable prior to the East Asian crisis, these results are not surprising. In contrast, volatility of the nominal exchange in Korea has not increased as much as it has in the other two countries under the free floating regime, while it was the highest before the crisis among the three countries. Nevertheless, the volatility of the won-dollar exchange rate in the free floating system is still more than twice as large as it was during the managed floating system.

In addition to the exchange rate regime change, the higher volatility could in part be attributed to the increase in volatility of capital flows. Figure 3 depicts monthly net capital inflows to Korea and Thailand, and quarterly net flows to Indonesia since 1991. Prior to the financial crisis, both countries saw a sharp increase in capital inflows. After the crisis, in both Thailand and Indonesia, net capital inflows have been negative whereas in Korea they have been positive but displayed a great deal of volatility. Table 2 measures changes in volatility of net portfolio capital flows in terms of the ratios of the standard deviation of net portfolio capital flows of the managed and free floating exchange rate regimes. The ratios have risen in all three countries, notably in Thailand.

Table 2 Volatility of Portfolio Capital Flows

<table>
<thead>
<tr>
<th>Volatility Measures</th>
<th>Indonesia</th>
<th>Korea</th>
<th>Thailand</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute Rate of Changes</td>
<td>2.5</td>
<td>8.6</td>
<td>14.7</td>
</tr>
<tr>
<td>Absolute Changes</td>
<td>3.1</td>
<td>2.2</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Notes:
Figures indicate ratios of standard deviation of monthly portfolio capital flows in the fixed or managed floating regime to the corresponding statistics in the free floating regime.
In the case of Indonesia, quarterly data are used due to the limited availability of monthly data.

One might argue that the increase in volatility of the nominal exchange rate is expected with the regime shift and is not excessive compared to that of other floating currencies. When compared with volatility of the yen, it is evident that the nominal exchange rates of the Thai baht and Korean won have been relatively more stable than the yen, although volatility of the Indonesian rupiah has been four times higher than that of the yen (see
Table 3  Relative Volatility of Exchange Rate in the Free Floating Regime

<table>
<thead>
<tr>
<th>Relative Volatility</th>
<th>Indonesia</th>
<th>Korea</th>
<th>Thailand</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4.41</td>
<td>0.35</td>
<td>0.45</td>
</tr>
</tbody>
</table>

Notes:
Figures indicate the ratio of local currencies’ volatility to the Japanese yen’s. Exchange rate volatility is measured by the GARCH model.

Sources:
The Bank of Korea and the Bank of Thailand, websites.

Table 3). The East Asian experience therefore partly confirms the findings of Calvo and Reinhart (2000a and b) that the exchange rate variability in emerging market economies after moving to the floating regime has been much lower than that of the advanced floaters, raising the suspicion that the authorities of Thailand and Korea have heavily intervened in the foreign exchange market.

5 Foreign Exchange Market Intervention

A number of recent studies on exchange rate policies of emerging market economies suggest that Korea and, to a lesser extent, Thailand and Indonesia have continued to manage their dollar exchange rates, certainly much more actively than pure floaters would practice (Hernandez and Montiel, 2001). What are then the objectives of their interventions? There is some evidence that the monetary authorities have stepped into the market to moderate the movements of the nominal exchange rate when they display excessive volatility, although it is difficult to determine empirically whether they had a clear idea as to the appropriate level and tolerable volatility of the nominal exchange rate or whether they were trying to bring back the rate closer to the desired level.

A high degree of exchange rate volatility, which is often caused by speculative trading, in emerging market economies, creates large uncertainties as to expected exchange rate changes and hence makes business more costly, in particular when firms do not have access to hedging facilities. For this reason, many East Asian policymakers point out that they are under constant pressure by both exporters and importers to stabilise the nominal exchange rate. There are, however, other reasons for their intervention.

A *prima facie* evidence of market intervention is, of course, the massive accumulation of foreign exchange reserves through sterilisation of current
account surpluses. In Korea, the volume of foreign exchange reserves rose to 21 percent of GDP in 2000 from less than 7 percent in the mid-1990s (see Table 4). It was more than twice as large as the amount of short-term debt in the same year (see Table 5). Between 1998 and 2000, as shown in Table 4, reserve accumulation largely corresponded to increase in the current account surplus in Korea. Both Thailand and Indonesia also have witnessed a sharp increase in their foreign exchange reserves since the crisis. In 2000, reserves amounted to 26 percent of GDP in Thailand or were almost three times as high as the volume of short-term debt. In Indonesia, foreign exchange reserves rose to 15 percent of GDP in 2000, up from less than 10 percent in 1997, amounting to more than four-thirds of its short-term debt. These figures leave little doubt that reserve accumulation as a means of fending off future crises has been one of the most important reasons for market intervention. Had the authorities abstained from market intervention, then the nominal exchange rate would have appreciated much more than otherwise, possibly choking off the ongoing recovery from the crisis. Therefore, the market intervention for mopping current account surpluses after the financial crisis has so far been tacitly accepted as a necessary part of the crisis management. Have the authorities also been engaged in other smoothing operations when they thought the country’s export competitiveness was being eroded or price stability was threatened? The available evidence suggests that maintaining export competitiveness was an important reason for intervention.

Measures of market intervention developed by Bayoumi and Eichengreen (1998) and Glick and Wihlborg (1997) indicate that policymakers both in Thailand and Indonesia have become more restrained in intervening in the market, whereas the Korean authorities have been as interventionist as they were before since shifting to a floating regime. It is normally expected that the regime shift would result in a substantial decrease in these indicators, and this development is not found in East Asia. As shown in Table 6, the two indices of market intervention fell slightly in both Thailand and Indonesia whereas they changed little in Korea between the two different exchange rate regimes. According to Bayoumi and Eichengreen (1998), the degree of intervention in advanced floaters was on average less than 0.3 during the 1980s.

---

8 However, as can be seen in Table 5, the ratio of foreign exchange reserve to short-term debt in those three East Asian countries is still much lower than that of China and Taiwan, which successfully fended off the spillover effects of the Asian crisis in 1997-1998.

9 Bayoumi and Eichengreen index = $1 - \frac{SD(\Delta d)}{SD(\Delta R)}$, Glick and Wihlborg index = $1 - \frac{SD(\Delta R)}{SD(\Delta d) + SD(\Delta d)}$ where $\Delta d$ is the rate of change of the dollar exchange rate, $\Delta R$ is the ratio of changes in international reserves to a lagged monetary base, and SD denotes standard deviation.
### Table 4  Foreign Exchange Reserves and Current Account Balance
(millions of dollars, percentages)

<table>
<thead>
<tr>
<th>Year*</th>
<th>Foreign Exchange Reserves</th>
<th></th>
<th>Current Account Balance</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>amount</td>
<td>percentage of GDP</td>
<td>amount</td>
<td>percentage of GDP</td>
</tr>
<tr>
<td><strong>Indonesia</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1996</td>
<td>24,024</td>
<td>10.6</td>
<td>-8,532</td>
<td>-3.8</td>
</tr>
<tr>
<td>1997</td>
<td>20,609</td>
<td>9.6</td>
<td>-5,790</td>
<td>-2.7</td>
</tr>
<tr>
<td>1998</td>
<td>22,713</td>
<td>23.0</td>
<td>4,102</td>
<td>4.2</td>
</tr>
<tr>
<td>1999</td>
<td>23,540</td>
<td>16.2</td>
<td>5,783</td>
<td>4.1</td>
</tr>
<tr>
<td>2000</td>
<td>22,326</td>
<td>15.0</td>
<td>7,992</td>
<td>5.3</td>
</tr>
<tr>
<td><strong>Korea</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1996</td>
<td>34,037</td>
<td>6.5</td>
<td>-23,005</td>
<td>-4.4</td>
</tr>
<tr>
<td>1997</td>
<td>20,368</td>
<td>4.2</td>
<td>-8,167</td>
<td>-1.7</td>
</tr>
<tr>
<td>1998</td>
<td>51,975</td>
<td>16.2</td>
<td>40,365</td>
<td>12.6</td>
</tr>
<tr>
<td>1999</td>
<td>73,987</td>
<td>17.8</td>
<td>24,477</td>
<td>5.9</td>
</tr>
<tr>
<td>2000</td>
<td>96,131</td>
<td>21.0</td>
<td>11,040</td>
<td>2.4</td>
</tr>
<tr>
<td><strong>Thailand</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1996</td>
<td>37,731</td>
<td>20.7</td>
<td>-14,691</td>
<td>-8.1</td>
</tr>
<tr>
<td>1997</td>
<td>26,179</td>
<td>17.3</td>
<td>-3,021</td>
<td>-2.0</td>
</tr>
<tr>
<td>1998</td>
<td>28,825</td>
<td>25.7</td>
<td>14,243</td>
<td>12.7</td>
</tr>
<tr>
<td>1999</td>
<td>34,063</td>
<td>27.5</td>
<td>12,428</td>
<td>10.0</td>
</tr>
<tr>
<td>2000</td>
<td>31,947</td>
<td>26.0</td>
<td>9,200</td>
<td>7.5</td>
</tr>
</tbody>
</table>

* End of period.

**Sources:**
- The Bank of Indonesia, the Bank of Korea and the Bank of Thailand, websites.

### Table 5  Foreign Exchange Reserves / Short-Term Debt

<table>
<thead>
<tr>
<th>Period*</th>
<th>Indonesia</th>
<th>Korea</th>
<th>Thailand</th>
<th>China</th>
<th>Taiwan</th>
</tr>
</thead>
<tbody>
<tr>
<td>1998.IV</td>
<td>0.89</td>
<td>1.31</td>
<td>1.15</td>
<td>4.37</td>
<td>5.24</td>
</tr>
<tr>
<td>1999.II</td>
<td>1.45</td>
<td>1.43</td>
<td>1.53</td>
<td>5.75</td>
<td>6.46</td>
</tr>
<tr>
<td>1999.IV</td>
<td>1.33</td>
<td>1.69</td>
<td>2.23</td>
<td>7.75</td>
<td>6.24</td>
</tr>
<tr>
<td>2000.I</td>
<td>1.38</td>
<td>2.19</td>
<td>2.21</td>
<td>7.45</td>
<td>6.53</td>
</tr>
<tr>
<td>2000.II</td>
<td>1.32</td>
<td>2.06</td>
<td>2.32</td>
<td>7.28</td>
<td>7.43</td>
</tr>
<tr>
<td>2000.III</td>
<td>1.35</td>
<td>2.14</td>
<td>2.72</td>
<td>7.63</td>
<td>7.33</td>
</tr>
</tbody>
</table>

* End of period.

**Sources:**
- The Central Bank of China, website.
Using high frequency data it has also been shown that the Korean authorities have been active in managing the won-dollar exchange rates (Park, Chung, and Wang, 2001). Using the intra-day data over the 10 days from September 10 to 20 in 1999, the authors show that any large change in the nominal exchange rate disappeared within a few minutes. Unlike in other free floating regimes, the intra-day exchange rate movements did not show any volatility clustering, suggesting that the Korean authorities were actively managing the nominal exchange rate.

Table 6  Degree of Foreign Exchange Market Intervention

<table>
<thead>
<tr>
<th>Regime</th>
<th>Indonesia</th>
<th>Korea</th>
<th>Thailand</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B-E</td>
<td>G-W</td>
<td>B-E</td>
</tr>
<tr>
<td>Fixed or Managed Floating</td>
<td>0.92</td>
<td>0.91</td>
<td>0.80</td>
</tr>
<tr>
<td>Free Floating</td>
<td>0.66</td>
<td>0.75</td>
<td>0.80</td>
</tr>
</tbody>
</table>

*Note:*  
B-E and G-W indicate measures suggested by Bayoumi and Eichengreen (1998) and Glick and Wihlborg (1997). See Section 5, footnote 9, for the measures.

The available pieces of evidence presented above therefore demonstrate that like many other emerging market economies, Korea, Thailand, and Indonesia have occupied the hollow middle of the exchange rate regimes by moving to an intermediate solution. One important question to be addressed is then: what have been the objectives of market intervention in these countries? The analysis of intra-day high-frequency data suggests that market intervention has been geared to stabilise high-frequency exchange rate movements in Korea. There may be other possible reasons for managing the exchange rates of local currency vis-à-vis the US dollar in the three countries.

Smoothing-out operations for high frequency exchange movements may be necessary after a crisis, when agents’ expected exchange rates might become overly sensitive to the exchange rate they observe in the market. Under such a circumstance, the authorities’ smoothing-out operations could help market participants establish their expectations on the future movements of both the real and nominal exchange rates by minimising the effect of noise trading (Hernandez and Montiel, 2001).

If stabilising the nominal exchange rate is the main objective, then Hernandez and Montiel (2001) argue that the exchange rate smoothing would lead to substantial fluctuations in the stock of foreign reserves around a certain level that is deemed to be appropriate for intervention and
achieving other objectives. However, they do not find any evidence that Korea and other East Asian crisis-hit countries have used their reserves to conduct smoothing-out operations; instead, the stocks of reserves have exhibited a systematic tendency to increase over time in these countries.

The three crisis countries may not have been concerned about stabilising their dollar exchange rates as much as they have been about stabilising either the nominal or real effective exchange rate. These countries may have had good reasons to peg their exchange rates to or to manage them against a basket of the currencies of the countries with which they have established extensive trade relations.\(^{10}\) If this is the case, it is likely that the US dollar, the Japanese yen and the euro are the major components of the baskets. The Korean authorities, for example, would manage the won-dollar exchange rate to offset fluctuations in the US dollar-yen or the US dollar-euro bilateral exchange rates. When the yen depreciates vis-à-vis the US dollar, as it has in recent periods, one would expect an intervention to engineer a depreciation of the won against the US dollar so that the nominal effective exchange rate would remain relatively stable. Hernandez and Montiel attempted to find evidence that any of the East Asian countries were managing their bilateral exchange rates vis-à-vis the US dollar to stabilise a nominal effective exchange rate, but they failed.

Since Korea and other crisis-hit countries in East Asia have followed export-led development strategies and are likely to continue to rely on exports for growth, one might conjecture that policymakers have intervened in the foreign exchange market to stabilise the real effective exchange rates. Once again, Hernandez and Montiel do not find any evidence that may support the conjecture. If the authorities were as sensitive to maintaining export competitiveness as they are often claimed to be, then one might conjecture that they would intervene more actively to reverse the exchange rate movement when the exchange rate appreciates than when it depreciates. To examine this possibility, we have estimated the volatility of the exchange rates separately for days of depreciation and appreciation. If they are more likely to step in when it appreciates, then it can be expected that the volatility of the exchange rate may be lower when it appreciates than otherwise. Our results shown in Table 7 support our hypothesis on the asymmetric pattern of intervention in the case of Korea. The volatility of the daily exchange rate of the Korean won is significantly lower during the days of appreciation compared to those of depreciation. However, we could not find a similar result for Indonesia and Thailand.

\(^{10}\) Hernandez and Montiel (2001) speculate that the East Asian countries may have preferred a basket pegging to fixing to the US dollar because the importance of the US as their trading partner has declined and they may want to use the exchange rate as a nominal anchor.
### Table 7  Volatility of the Exchange Rate for Depreciation and Appreciation

<table>
<thead>
<tr>
<th>Classifications</th>
<th>Indonesia</th>
<th>Korea</th>
<th>Thailand</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depreciation ($\sigma_A$)</td>
<td>1.07</td>
<td>0.34</td>
<td>0.36</td>
</tr>
<tr>
<td>Appreciation ($\sigma_B$)</td>
<td>1.17</td>
<td>0.28</td>
<td>0.38</td>
</tr>
<tr>
<td>$\sigma_A / \sigma_B$</td>
<td>0.91</td>
<td>1.21*</td>
<td>0.95</td>
</tr>
</tbody>
</table>

**Notes:**
- Figure indicates standard deviation of daily changes in exchange rates.
- * Reject the null hypothesis of $\sigma_A = \sigma_B$ at 5% level.

While Hernandez and Montiel do not find any evidence that the authorities of the three countries were intervening to stabilise either the nominal or real effective exchange rates, we find that movements of the dollar exchange rates of the three countries have been rather sensitive to changes in the yen-dollar exchange rate. To measure this sensitivity, we have estimated the following autoregressive equation using the monthly data from January 1999 to April 2001.

$$
\Delta s_i^t = c + \beta_1 \Delta s_{i-1}^t + \beta_2 \Delta yen_t + \beta_3 \Delta yen_{t-1} + \varepsilon_i^t
$$

where $s_i^t$ is the log of the dollar exchange rate of the country $i$ at time $t$, and $yen_t$ is the yen-dollar exchange rate at time $t$. If the three countries are concerned about losing their export competitiveness vis-à-vis Japan, $\beta_2$ would be positive. The results of this estimation are reported in Table 8. They show that $\beta_2$ is positive and statistically significant in Korea. Correlation coefficients between the real effective exchange rate of Japan and those of the three countries also confirm our findings in Table 8. The coefficient between Korea and Japan is very high at 0.92, whereas it is relatively low in the case of both Thailand and Indonesia (see Table 9). These results indicate that Japan is a more important export competitor in both East Asian and other markets to Korea than it is either to Thailand or Indonesia.

In summary, what were the Korean policymakers trying to achieve in intervening in the foreign exchange market? The empirical evidence provided by our analysis (Park, Chung, and Wang, 2001) and Hernandez and Montiel (2001) suggests that their objectives have been: (i) to stabilise the won-dollar exchange rate by smoothing out fluctuations caused by noise-trading; (ii) to resist appreciation of the real effective exchange rate after the crisis; and (iii) to build a reserve buffer to financial vulnerabilities the economy may have to face while undergoing financial and corporate
restructuring. Although Hernandez and Montiel de-emphasise the significance of the first objective, in a country like Korea where many firms in the trade sector have a limited access to hedging facilities, the authorities have been under constant pressure to moderate fluctuations in the won-dollar exchange rate (Park, Chung, and Wang, 2001).

6 Monetary Independence

The question of whether free floating has increased autonomy in the conduct of monetary policy will be examined in this section. Edwards and
Savastano (1998) examined the Mexican case and found that the Bank of Mexico systematically adjusted its monetary policy in response to changes in the exchange rate even during the free floating regime. In contrast, E. Borensztein et al. (2001) examined the effects of changes in the US interest rate on local interest rates, and found that the magnitude of the effects is much smaller under the free floating regime than the currency board system, indicating a higher degree of monetary autonomy with a more flexible exchange rate regime. Their analysis includes Mexico, Singapore, Australia, Canada, and New Zealand for the floating system, and Hong Kong and Argentina for the currency board system. Extending their approach to the panel data of 47 countries, Goldfajn and Olivares (2000) found a similar result.

In this section, we empirically examine whether the introduction of a free floating system has affected the degree of monetary independence in Indonesia, Korea and Thailand following an approach similar to that of Borensztein et al. (2001). Our empirical model is specified as:

\[ \Delta r_i^t = c + \alpha \Delta f_t + \varepsilon_i^t \]

where \( r_i^t \) is the interest rate of country \( i \) at time \( t \), and \( f_t \) is a foreign shock variable. The magnitude of foreign shocks is denoted by \( \Delta f_t \). The foreign shocks examined in this study are changes in the US interest rate, the log of the US stock prices, and the log of the yen-dollar exchange rate.

In our examination, it will be assumed that the effects of foreign shocks are transmitted through arbitrage dictated by the uncovered interest parity (UIP). Even though the bond markets are not well developed and incompletely open to foreign investors in all three countries, the UIP could hold if borrowing from international financial markets by domestic residents is permitted.

The UIP condition is:

\[ r_i = r^f + (E^e - E) / E \]

where \( r^f \) is the foreign interest rate (US interest rate), \( E \) is the exchange rate of domestic currency against the US dollar, and \( E^e \) is the expected exchange rate.

As for the effects of foreign shocks on domestic financial variables, one would expect:

(i) When the US interest rate rises, domestic firms and financial institutions tend to borrow more from domestic sources than from the international financial markets. They will also try to substitute domestic currency debts for dollar-denominated obligations. Consequently, the domestic interest rate rises and the currency depreciates.
(ii) In response to the rise in the US stock price, the domestic stock price is also expected to rise, and market participants are likely to speculate that the increase in the expected returns of domestic stocks will induce more capital inflows. Thus, $E^e$ appreciates and hence the dollar-denominated borrowing will be less costly. The shift to the foreign currency borrowing leads to a fall in the domestic interest rate, and the local currency appreciates.

(iii) When the Japanese yen depreciates against the dollar, $E^e$ depreciates because the current account is expected to deteriorate due to the loss of export competitiveness caused by the weaker yen, making the dollar denominated borrowing more costly. The domestic interest rate then rises, and the local currency depreciates.

In an economy with the flexible exchange rate system, foreign shocks are expected to be absorbed through changes in the exchange rate. Thus, the effects of the shocks on domestic interest rates would be weaker when the exchange rate floats freely than when it is either fixed or managed. That is, $\Delta f_i$ would be statistically significant, in the fixed or managed floating regime, whereas its significance may disappear in the free floating regime or the absolute value of its coefficient will be smaller even though it remains significant. The statistical insignificance implies a higher degree of monetary autonomy. If the effects of foreign shocks are transmitted to the domestic financial markets, it is expected that $\alpha > 0$ for the US interest rate and the yen-dollar rate, and $\alpha < 0$ for the US stock price.

The sample period for equation (4) for the fixed or managed floating system runs from May 1, 1995 to April 30, 1997 and for the free floating regime from November 1, 1998 to October 31, 2000. The earlier period of the 1997 crisis is excluded to avoid skewness of the results.

In our empirical investigation, we have selected only those days when large foreign shocks occurred instead of using the entire set of daily observations in the sample period. Sample points chosen are the 50 largest changes in $f_i$ in the two different exchange rate regimes: that is, our sample includes only 50 days of largest absolute changes in $f_i$. Accordingly, sample observations actually used in estimating equation (4) are not in a consecutive time sequence. This would mitigate the problem arising from the simplicity of equation (4). We assume that if the domestic interest rates vary in a consistent manner on the days of large foreign shocks, changes on these particular days are related to the foreign shocks rather than other factors that are not considered in equation (4).

The variables representing foreign shocks are the US Federal Funds rate, the Dow Jones Industrial Index, and the closing yen-dollar rate on the New York market. For domestic interest rates of the three East Asian countries, this study uses their call money market rates.
Table 10  Summary of Daily Change in Foreign Stocks
(percentages)

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Fixed or Managed Floating</th>
<th>Free Floating</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>50 Largest observations</td>
<td>50 Largest observations</td>
</tr>
<tr>
<td></td>
<td>Absolute Changes in US Interest Rate</td>
<td>Absolute Changes in Yen/Dollar Rate</td>
</tr>
<tr>
<td>Average</td>
<td>0.79</td>
<td>0.17</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>0.50</td>
<td>0.27</td>
</tr>
<tr>
<td>Average</td>
<td>0.67</td>
<td>0.19</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>0.29</td>
<td>0.20</td>
</tr>
<tr>
<td>Average</td>
<td>0.72</td>
<td>0.24</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>0.20</td>
<td>0.21</td>
</tr>
</tbody>
</table>

Source: Bloomberg.

Table 10 summarises the three sets of observations of the foreign shocks chosen for the study. It can be seen that the averages of 50 largest shocks are three or four times larger than that of the entire sample. The standard deviations of the sets observation of the three variables are also no less than those of the entire samples. This indicates that the 50 largest observations for each foreign shock variable can be separated out from the others in the sample period.

Any changes in \( f_t \) (foreign shocks) may affect the domestic interest rates with a lag. In order to account for the existence of the lag, equation (4) is modified to include lagged terms of \( f_t \).

\[
\Delta r_{t+k}^i = \epsilon + \alpha \Delta f_t + \sum_{j=1}^{k} \beta_j \Delta f_{t-j} + \epsilon_t^i \quad (6)
\]

Equation (6) specifies that a foreign shock observed at time \( t \) influences the domestic interest rate at \( t+k \). It should be noted that large other foreign shocks that may occur between \( t+1 \) and \( t+k \) could also affect the domestic interest rate at \( t+k \). In order to estimate \( \alpha \) properly, it is then important to
capture the effects of large foreign shocks at time \( t + j \) subsequent to observation of a large foreign shock at time \( t \). For this purpose, equation (6) introduces another variable \( \Delta f_{t+j} \), which takes a value other than zero only when a large shock occurs at time \( t+j \). If there is no large foreign shock at \( t + j \), then \( \Delta f_{t+j} = 0 \).

Equation (6) can also be used to detect the presence of various effects of foreign shocks. For instance, when \( k = 1 \), \( \beta_1 \) captures the contemporaneous effect on the domestic interest of changes in the foreign shock variable for two consecutive days. When \( k = 2 \), \( \beta_1 \) gauges one day lagged effect of a change in \( f_t \) for two consecutive days. Similarly, \( \beta_2 \) measures the contemporaneous effect of a large change in \( f_t \) that follows two days later after an initial foreign shock was observed at time \( t \). If \( \Delta f_{t+j} \)'s are statistically significant in equation (6) whereas \( \Delta f_t \) is not in equation (4), this means that domestic interest rates respond to foreign shocks only when the shocks are sustained. The estimation results of equations (4) and (6) are reported in Table 11. Our study estimates equation (6) only for \( k=1 \) and 2.

In equation (6), the coefficients of \( \Delta f_t \) are positive as expected in both Korea and Thailand when foreign shocks are represented by changes in the US Federal Funds rate. In the free floating exchange rate system, the estimates of \( \alpha \) are smaller than they were during the managed or fixed exchange rate period, but \( \Delta f_t \) is not significant in either country. None of the independent variables in equation (6) is statistically significant even at the 10 percent level, indicating that the lagged effects of any exogenous external shock measured by the US Federal Funds rate on the domestic interest rate are negligible.

When the foreign shock variable is represented by the US stock price index, it has no measurable effect on the domestic interest rate in the free floating regime in all three countries. However, a large change in the US stock price produces predictable lagged effect on the domestic interest in the managed floating system in Korea. In the case of Thailand, the estimation results show that large changes in \( f_t \) that occur every two other days exert significant negative effects on the domestic interest rate under a fixed exchange rate system as the model predicts. Lagged effects of the US stock price changes on the call rate in Indonesia are also detectable, but the signs of \( \beta_1 \) and \( \beta_2 \) are shown to be positive against the model’s prediction.

After the three countries moved to the free floating regime in late 1997, the results of estimation of both equations (4) and (6) suggest that changes in the US stock price index have had little effect on the domestic interest rates of these countries. None of the independent variables included in equations (4) and (6) appears to have any explanatory power. However, these results should not be taken at their face value, because stock prices of these countries do move rather quickly in response to changes in the Dow
### Table 11  Effects of Foreign Shocks on Domestic Interest Rates

#### A. Shocks from US Interest Rates

<table>
<thead>
<tr>
<th>Independent Variables</th>
<th>Dependents</th>
<th>Fixed or Managed Floating</th>
<th>Free Floating</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta r_t$</td>
<td>$\Delta r_{ts1}$</td>
<td>$\Delta r_{ts2}$</td>
</tr>
<tr>
<td><strong>Indonesia</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C$</td>
<td>0.296</td>
<td>0.205</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>(-1.189)</td>
<td>(0.583)</td>
<td>(0.052)</td>
</tr>
<tr>
<td>$\Delta f_t$</td>
<td>-0.404</td>
<td>-0.270</td>
<td>0.342</td>
</tr>
<tr>
<td></td>
<td>(-1.517)</td>
<td>(-0.973)</td>
<td>(0.792)</td>
</tr>
<tr>
<td>$\Delta f_{ts1}$</td>
<td>-0.547</td>
<td>-0.104</td>
<td>0.095</td>
</tr>
<tr>
<td></td>
<td>(-1.191)</td>
<td>(-0.152)</td>
<td></td>
</tr>
<tr>
<td>$\Delta f_{ts2}$</td>
<td>0.352</td>
<td></td>
<td>0.008</td>
</tr>
<tr>
<td></td>
<td>(0.275)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Korea</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C$</td>
<td>-0.221</td>
<td>-0.048</td>
<td>-0.116</td>
</tr>
<tr>
<td></td>
<td>(-2.483)*</td>
<td>(-0.534)</td>
<td>(-1.218)</td>
</tr>
<tr>
<td>$\Delta f_t$</td>
<td>0.094</td>
<td>-0.031</td>
<td>-0.079</td>
</tr>
<tr>
<td></td>
<td>(0.991)</td>
<td>(-0.296)</td>
<td>(-0.680)</td>
</tr>
<tr>
<td>$\Delta f_{ts1}$</td>
<td>0.217</td>
<td>-0.219</td>
<td>0.020</td>
</tr>
<tr>
<td></td>
<td>(1.261)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta f_{ts2}$</td>
<td>0.336</td>
<td></td>
<td>0.027</td>
</tr>
<tr>
<td></td>
<td>(0.974)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Thailand</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C$</td>
<td>-0.341</td>
<td>-0.205</td>
<td>-0.296</td>
</tr>
<tr>
<td></td>
<td>(-1.043)</td>
<td>(-0.580)</td>
<td>(-1.203)</td>
</tr>
<tr>
<td>$\Delta f_t$</td>
<td>0.511</td>
<td>-0.362</td>
<td>-0.256</td>
</tr>
<tr>
<td></td>
<td>(1.460)</td>
<td>(-0.887)</td>
<td>(-0.852)</td>
</tr>
<tr>
<td>$\Delta f_{ts1}$</td>
<td>0.508</td>
<td>-0.350</td>
<td>0.059</td>
</tr>
<tr>
<td></td>
<td>(0.753)</td>
<td>(-0.738)</td>
<td></td>
</tr>
<tr>
<td>$\Delta f_{ts2}$</td>
<td>0.129</td>
<td></td>
<td>0.296</td>
</tr>
<tr>
<td></td>
<td>(0.145)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 11 (continued)

| Independent Variables | Fixed or Managed Floating |  |  |  |  |  |  |  |  |  |  |  |  |
|-----------------------|---------------------------|---|---|---|---|---|---|---|---|---|---|---|
|                       | $\Delta r_t$ | $\Delta r_{t+1}$ | $\Delta r_{t+2}$ | $\Delta r_t$ | $\Delta r_{t+1}$ | $\Delta r_{t+2}$ |  |  |  |  |  |  |
| Indonesia             |  |  |  |  |  |  |  |  |  |  |  |  |
| $C$                   | 0.242         | -0.051         | -0.276         | -0.006         | 0.010         | -0.052         |  |  |  |  |  |  |
|                       | (0.683)       | (-0.198)       | (-1.108)       | (-0.060)       | (0.354)       | (-0.613)       |  |  |  |  |  |  |
| $\Delta f_t$          | 23.008        | 28.888         | -20.611        | -0.255         | 1.836         | -6.617         |  |  |  |  |  |  |
|                       | (0.487)       | (0.859)        | (-0.628)       | (-0.030)       | (0.717)       | (-0.866)       |  |  |  |  |  |  |
| $\Delta f_{t+1}$      | 234.68        | 99.268         | 0.916          | 0.558          | 1.765         | 0.041          |  |  |  |  |  |  |
|                       | (2.062)**     | (0.898)        | (0.202)        | (0.041)        | (0.078)       | (0.041)        |  |  |  |  |  |  |
| Korea                 |  |  |  |  |  |  |  |  |  |  |  |  |
| $C$                   | -0.054        | 0.033          | 0.019          | 0.022          | -0.012        | -0.003         |  |  |  |  |  |  |
|                       | (-0.830)      | (0.053)        | (0.286)        | (1.716)**      | (-1.182)      | (-0.288)       |  |  |  |  |  |  |
| $\Delta f_t$          | 2.548         | 2.897          | -17.707        | -1.401         | -0.041        | 0.806          |  |  |  |  |  |  |
|                       | (0.294)       | (0.414)        | (-2.042)**     | (-1.219)       | (-0.046)      | (0.821)        |  |  |  |  |  |  |
| $\Delta f_{t+1}$      | -10.135       | -23.702        | -0.038         | -0.394         | -0.024        | -0.225         |  |  |  |  |  |  |
|                       | (-0.428)      | (-0.812)       | (-0.024)       | (-0.225)       | (-0.024)      | (-0.225)       |  |  |  |  |  |  |
| $\Delta f_{t+2}$      | 12.858        | -3.510         | 0.823          | 0.303          | 0.823         | -1.213         |  |  |  |  |  |  |
|                       | (0.611)       | (-1.213)       | (0.530)        | (-0.819)       | (0.530)       | (-0.819)       |  |  |  |  |  |  |

Table 11 (continued)

C. Shocks from Yen-Dollar Exchange Rates

<table>
<thead>
<tr>
<th>Independent Variables</th>
<th>Fixed or Managed Floating</th>
<th>Dependent Variables</th>
<th>Free Floating</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta r_t$</td>
<td>$\Delta r_{t+1}$</td>
<td>$\Delta r_{t+2}$</td>
</tr>
</tbody>
</table>

**Indonesia**

| C                      | 0.143          | 0.350           | -0.203         | 0.035         | -0.159         | 0.031         |
|                        | (0.622)        | (0.933)         | (-0.630)       | (0.355)       | (-1.328)       | (0.230)       |
| $\Delta f_{t}$         | -12.797        | -12.275         | 74.783         | 8.246         | -37.084        | 17.167        |
|                        | (-0.405)       | (-0.234)        | (1.689)        | (0.649)       | (-2.395)**     | (0.950)       |
| $\Delta f'_{t+1}$      | 33.840         | -146.230        | 22.691         | 8.246         | -37.084        | 17.167        |
|                        | (0.319)        | (-1.640)        | (0.583)        | (4.104)       |
| $\Delta f'_{t+2}$      | -79.048        | -56.185         | -181.296       | 17.167        |
|                        | (-0.809)       | (-0.804)        |

**Korea**

| C                      | -0.059         | 0.034           | 0.010          | 0.009         | -0.004         | -0.005        |
|                        | (-0.798)       | (-0.311)        | (-0.853)       | (0.660)       | (-0.288)       | (-0.437)      |
| $\Delta f_{t}$         | 1.024          | -21.596         | -8.222         | 1.246         | -1.792         | 0.488         |
|                        | (0.101)        | (-1.409)        | (-0.503)       | (0.685)       | (-0.985)       | (0.315)       |
| $\Delta f'_{t+1}$      | 20.060         | 0.080           | -1.539         | 1.098         |
|                        | (0.648)        | (0.002)         | (0.290)        |
| $\Delta f'_{t+2}$      | 3.225          | 3.142           |               |
|                        | (0.089)        | (0.524)         |

**Thailand**

| C                      | -0.217         | 0.128           | 0.032          | 0.195         | -0.161         | -0.009        |
|                        | (-1.940)       | (0.514)         | (0.258)        | (0.934)       | (-0.835)       | (-0.270)      |
| $\Delta f_{t}$         | 19.361         | -40.598         | 37.032         | 10.715        | -13.292        | 3.269         |
|                        | (1.217)        | (-2.264)**      | (2.122)        | (0.401)       | (-0.532)       | (0.752)       |
| $\Delta f'_{t+1}$      | 36.247         | -46.885         | -29.806        | 16.350        |
|                        | (1.009)        | (-1.335)        | (1.538)        |
| $\Delta f'_{t+2}$      | 1.943          | 16.328          |               |
|                        | (0.050)        | (0.971)         |

**Notes:**
Figures in parenthesis indicate t-values.
**,*** Significant at respectively 5% and 10% level.
Jones Industrial Index. The statistical significance under the free floating regime reported in Table 11 therefore may reflect the segmentation of the financial system between the shock and other financial markets in the countries under consideration.

Our estimation results do not change substantially when the yen-dollar exchange rate is used as an external shock variable. In the case of Korea, estimated equations (4) and (6) do not provide any evidence as to whether there has been any increase in monetary autonomy after adopting the free floating system. One could detect a one-day lagged effect in Indonesia during the free floating regime period, but $\beta_1$ in equation (6) has a wrong sign. Only the experience of Thailand partly confirms our hypothesis: the lagged effects of changes in the yen-dollar rate were substantial when the exchange rate was pegged to the dollar, but they disappeared with the deregulation of the foreign exchange market.

In summary, our empirical estimation has failed to establish whether and to what extent the effects of changes in the US interest rate are transmitted to the domestic financial markets of the three East Asian countries in either the free floating or managed floating system. Although there is evidence suggesting that the linkage between changes in the US stock prices and the domestic interest rates in East Asia has weakened since these countries moved to the free floating regime, this result must be interpreted with caution.

Fluctuations in the yen-dollar exchange rate have had weaker effects on the interest rate in Thailand since it adopted the free floating system. However, a similar shift in the exchange rate regime does not appear to have increased monetary autonomy in Korea. In Indonesia, the shift in fact has amplified the effects of changes in the yen-dollar exchange rate on the domestic economy. In view of the preceding discussion, there is no strong evidence indicating that monetary independence has increased in the three East Asian countries since they moved to the flexible exchange rate system.

7 Concluding Remarks

It appears that policymakers of Indonesia, Thailand, and Korea have legitimate concerns about the workings of the free floating exchange rate system. They adopted the system with the expectation that it would lessen their vulnerabilities to speculative attack after the crisis broke out in 1997. It is perhaps too early to assess the macroeconomic performance of East Asian floaters, in particular whether the free floating exchange rate system has speeded up recovery from the crisis or whether it has made these
emerging market economies less susceptible to currency crises. The available evidence does not necessarily suggest that the system will be more effective in preventing future crises in East Asian emerging market economies than other exchange rate regimes.

East Asian countries’ experiences with the free floating exchange rate system suggest that the large swings in the nominal exchange rate have undermined viability of a macroeconomic model which relies on inflation targeting as the base of monetary policy. Such a model ignores current account imbalances on the ground that they are automatically resolved through capital account transactions. In many emerging market economies, such an automatic mechanism of adjustment does not exist. If fiscal policy is used to correct a large current account deficit, it conflicts with inflation targeting.

While our empirical study admittedly suffers many limitations, it does not suggest that the three countries have attained a higher degree of monetary independence: the free floating exchange rate system does not appear to play a shock-absorber role as it is expected. More importantly, given various market imperfections and prevalence of noise trading, the floating rate system may lead to a serious misalignment of the real exchange rate, making it difficult to maintain export competitiveness of the East Asian economies. This is the most constraining factor as far as the adoption of a free floating exchange rate system in East Asia is concerned, in particular when most of the East Asian countries have relied on export expansion as the engine of growth and they continue to do so.

Does our analysis mean that alternative macroeconomic policy frameworks such as floating with capital control or intermediate regimes with capital mobility may be more appropriate to emerging market economies? Can the inflation targeting system serve as a nominal anchor in emerging market economies? Before responding to these questions it is perhaps necessary to examine further the progress and prospects of regional economic integration in East Asia. If indeed there are economic and political forces that are integrating East Asian countries into a single regional entity à la the EU, then one might argue that these countries should consider moving to an intermediate regime with or without pegging to a common basket of currencies to pave the way for the eventual creation of a common currency area in East Asia.
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Comment on “East Asia’s Experiences with the Free Floating Exchange Rate System,” by Yung Chul Park and Chi-Young Song

Brian Kahn

The central theme of the Park and Song paper is to consider the important issue of the extent to which greater exchange rate flexibility has contributed to increased monetary policy independence. This issue has also been discussed in a recent IMF Working Paper by Borensztein, Zettelmeyer and Philippon. What I would like to do (at the end of my comment) is to highlight the IMF results and compare them with those of Park and Song.

I won’t address the issues raised in the first part of the paper in any detail because I think most of these have already been discussed, particularly in the discussion about John Williamson’s paper. I want to just make a couple of points. One is the question of shallow markets and exchange rate movements. I think this is a problem that most emerging markets have faced. However, what we have seen in a number of emerging market economies, including South Africa, is that having fairly broad and relatively sophisticated financial markets as well as relatively deep foreign exchange markets, does not guarantee less volatility and it could even result in greater volatility. South Africa’s developed bond market has been a major source of exchange rate volatility as foreigners move into and out of domestic-currency denominated bonds. So it is not always the case that having these broader and more sophisticated financial markets will protect emerging market economies in any meaningful way.

Secondly, it was argued that in Korea and the other East Asian countries there is a lot of pressure to target the real and the nominal exchange rate simultaneously. Obviously this can only be successfully achieved if inflation rates are low, as is the case in East Asia. In such a case the difference between the real and the nominal exchange rate becomes less of an issue and targeting both at the same time is not a problem. However, this is not

the case where the domestic inflation rate is significantly higher than the foreign inflation rate. For example, targeting the nominal exchange rate under such circumstances will result in an appreciation of the real exchange rate. Conversely, a stable real exchange rate will require a nominal depreciation in line with the inflation differential.

Regarding the issue of volatility, the paper goes to some lengths to show that exchange rate volatility increased with the adoption of a more flexible exchange rate regime. This is not a surprising outcome, particularly given the high degree of volatility of capital flows that existed in East Asia after the crisis – as documented in the paper – and also given the volatile political situation in Indonesia. I don’t find it a particularly surprising result therefore that Indonesia’s volatility under flexible exchange rates is that much higher than the other countries reviewed. To me the real question here is: how would these countries have coped with these new patterns of capital flows if they had had a fixed exchange rate system or a managed float? If the exchange rate is not flexible, something else has to give.

Related to the above, the real exchange rate movements depicted in Figure 1 of the Park and Song paper do not seem to support the argument of significantly higher volatility. Eyeballing the real exchange rate graphs does not really show a highly or significantly more volatile real exchange rate in these countries after the initial shock of the Asian crisis. If you look at the trends, in a number of cases they don’t look as if they are a major source of volatility.

With respect to the tests on monetary policy independence, I don’t have a particular problem with the actual tests that were applied. However, I am not convinced that these results are actually showing us anything about what is happening to monetary policy independence. If we look at the results for the first model that is used, none of the situations yields significant results for either the fixed or flexible periods. The conclusion in the paper is that there is no strong evidence indicating that monetary policy independence has increased in the three Asian countries since the move to flexible exchange rates. In my view, this is too strong a conclusion. I would argue that the results show there is no evidence that monetary policy independence has not increased. We would have expected significance under the fixed exchange rate system, but there are no significant results. The results improve slightly, but not convincingly, in the other two models that are used.

The paper by Borensztein, Zettelmeyer and Philippon also covers the question of monetary policy independence under different exchange rate regimes, but takes a slightly different approach. They do not compare single countries’ overall fixed and flexible exchange rate periods. Rather, they look at two different countries in different regions that adopted a
fixed exchange rate regime and compared this to the experience of selected countries in the same regions that adopted a floating exchange rate regime. It is therefore not strictly comparable to the study by Park and Song. The IMF study looks at the impact, firstly, of international interest rates and the changes of risk premia on emerging market international bonds. They compare the extreme cases of Hong Kong and Singapore, which have a fixed and a floating regime respectively. They then look at Argentina and Mexico as the two polar cases in Latin America, and later on they also look at a few other countries by doing impulse response studies for Canada, New Zealand, Chile and Australia.

With respect to Asia, they found that the interest rate linkage between Hong Kong and US monetary policy was one for one, which is a really strong result, while the interest rate in Singapore increased by only 0.3 basis points compared to a 1.0 basis point increase in US rates. There was also significant but moderate depreciation in Singapore when US interest rates increased. So this result comes out quite strongly and provides evidence that a flexible exchange rate regime does allow for some monetary policy independence. Although they found in the case of Hong Kong a very large response of interest rates to shocks in emerging market risk premia, this was not the case for Singapore.

The results of the comparison between Argentina and Mexico, with respect to interest rate shocks, were not as strong as in the case of Hong Kong and Singapore. There does not seem to be any difference in the behaviour of interest rates with respect to changes in the international risk premium. So according to this IMF study, floating exchange rates did not seem to provide any appreciable benefits in insulating the Latin American economies, such as Mexico, from shocks in international risk premia.

Overall, the paper by Park and Song is a valuable contribution to the work in this area. Yet, I think it is still probably a bit early to draw hard and fast conclusions from the above two studies given the fact that the timeframe we are looking at is relatively short.
Floor Discussion of “Exchange Rate Policies in Developing Countries”

Choosing the Appropriate Exchange Rate Regime

Manuel Marfán, who participated as a deputy minister of finance throughout most of the 1990s in the discussions of exchange rate policy in Chile, stressed that the choice of an exchange rate regime depends, first of all, on what you would like it to achieve.

“It is an instrument that can be used for different purposes. If the exchange rate is important for resource allocation and investment decisions in the long term, for export growth and things like that, then the real exchange rate should be maintained as stable and credible as possible so that investors have some certainty. The idea is to give a long-term signal of stability, for instance by applying a band. The exchange rate can also be used as a nominal anchor if there is hyperinflation. In that case, the exchange rate should achieve stabilisation. The exchange rate is also an important price for financial decisions in a globalised world. When assets and liabilities are in different currencies, the expected changes in exchange rates are very important. Perhaps you should then let the financial market forces determine what happens to the exchange rate.

In the Chilean case, I strongly supported the band, because I thought that the resource allocation component of the exchange rate was the most important. However, a problem with the band is that there are a lot of speculative attacks on it. Moreover, the efforts of policymakers to maintain a stable exchange rate are very costly and, in general, nobody backs the decisions you need to take.

In the beginning of the 1990s, the Chilean central bank had two more or less equally important targets: inflationary targets and current account targets. As time went by, the central bank followed worldwide recommendations and started giving more weight to inflationary targets and less weight to current account targets, because a current account deficit could be addressed by fiscal policy. However, who is responsible for what happens to the current account in the end? That is not delineated and has no consensus. In my view, the central bank should be responsible for the excess of private expenditures and the fiscal policymakers should be responsible for the excess of public expenditure. For the central bank this implies that it needs to understand the stability of the currency in a broad sense that goes beyond inflation and includes the role of the exchange rate in maintaining a sustainable balance of payments.”
Stephany Griffith-Jones argued that the volatility of capital flows makes a band regime highly unstable. “That is why a lot of countries have been abandoning these regimes in times of crisis, not only Chile, Russia and Indonesia, which John mentioned. The costs are not just the loss of reserves but the very high interest rates, the negative effects on the banking systems and, above all, the costs to the real economy. Making a band regime stable would have to involve tougher control of capital flows than even many people in this room would want and would be accepted internationally. If the misalignment becomes too large, we need to have more controls on capital flows, particularly on the highly speculative flows. Otherwise the whole thing will not hold.”

Liliana Rojas-Suárez stressed that exchange rate discussions cannot be separated from the situation in which the domestic financial system finds itself. “Many countries don’t dare to float because they fear what the exchange rate consequences are going to be for the financial system. At the same time, they don’t dare to fix, because if they have to defend the exchange rate, they have to increase the interest rate, which will also affect the financial system. Basically, there is a fear to implement proper monetary and exchange rate policy because a country is not ready to face the trade-off between the exchange rate and the financial system. What Chile has done is to create a system in which the government is not protecting the private sector anymore; it is allowing them to take the risk. The governor just mentioned the support of hedge instruments in assessing the currency mismatch risks that banks are taking by making loans. The currency mismatch should be taken into account when you assess the level of capital or provisions that a banking system should have. Perhaps non-tradables should have a higher level of requirement? What makes Chile work is that it has stopped protecting the private system from taking risks, because it has considered the trade-offs. It can float too because it is in a much better situation to make the financial system compatible with the exchange rate system.”

Brian Kahn pointed at the difficulty of determining the right level of the exchange rate in his country, South Africa. “The rand is now undervalued and there have been a succession of speculative attacks on it. Every time the South African central bank has tried to intervene to protect the rand, the net result has been a loss of reserves and a continued downward path. It is not a trivial matter to sort out exactly where the appropriate and real exchange rate is. In 1996, I was among those who believed we could stabilise the exchange rate at a level that was about 30 percent higher than where it is now in real terms. Although the rand may still be undervalued, the 1996 level also caused a lot of problems because it was certainly not an appropriate level.
What variables do you have to look at with today’s levels? To what extent is internal equilibrium defined in terms of full employment? Since we have 25 percent unemployment in South Africa, are we saying that, considering the rand is currently undervalued, our natural rate of unemployment is 25 percent? Those are the problems we are facing. While it is not clear how speculators can keep subjecting the rand to frequent speculative attacks, they seem to be able to do so quite consistently. There is very little that can be done. The current position of the central bank is to just let it float, which has costs to the reserves.”

Zdeněk Drábek pointed at yet another aspect of exchange rate regimes: their time frame and exit strategy. “In the beginning of an exchange rate regime, people are very happy with their performance. Then after a few years, the regime collapses. For example, a year ago we were pleased with the Turkish exchange rate regime and everybody was pleased, up to certain point, with the Czech fixed exchange rate regime. John referred to cases of involuntary exits in his paper. When do policymakers face a major problem? How long should a particular regime be maintained? It may be perfectly rational to move from one regime to the next, depending on the objectives the government sets itself. In the stabilisation phase, it might be more rational to think of anchors on the exchange rates even though this may not be the best thing for your exports, and even though you may need to have a different regime later on. If that is true, it raises another question: how do you exit from a given exchange rate regime? The exit strategy for the change from one regime to the next is a major issue for all of us.”

Summarising some of the points made by previous speakers, Amar Bhattacharya emphasised the importance of initial conditions for choosing the appropriate exchange rate regime. “First, on the external side, capital flows have become a much more important factor. Second, on the internal side, the link to the domestic financial system has become a much more important parameter. The trade-off that arises in this nebulous pursuit of stability is: how do you pursue stability without giving excessive insurances? That very much depends on initial conditions. What you would do today in Chile is not what you might have done a few years ago. What are the prerequisites for graduating from one regime to another? The Chilean experience may be quite in contrast to the current East Asian experience because the prerequisites are quite different. That raises another question: even if you have a floating exchange rate regime, how could you limit yourself only to inflation targeting or how could the central bank act as a centre for managing the non-public sector part of the expenditure issues?”

Referring to Marfán’s distinction between inflation targeting and current account targeting, José Antonio Ocampo observed that it would be
fictitious for today’s policymakers to separate these two types of targeting. “In the past, for the central banks that tended to have separate external and internal balance targets, it was a clear distinction. But nowadays, whatever you do with respect to the exchange rate will have an effect on inflation and whatever you do in terms of interest rates will have an effect on the exchange rates. You have to face the trade-offs in policymaking. By the way, I do not like inflation targeting because it is the wrong way of doing monetary policy. As Stephany said, capital account regulation must be added to almost any exchange rate system, particularly to the intermediate regimes.”

Reply by John Williamson

“I do not think it is fictitious to have separate external and internal balance targets just because there is interdependence. Interdependence says that you need a general equilibrium solution to the problem, but it does not say that separating those targets is not useful. How does inflation targeting match up as a way of formulating the internal balance target? It can be problematic if it is interpreted very strictly and in terms of a price index that does not attempt to take out anything such as oil shocks and so on. If those things get fed in, no account is taken of the desirability of stabilising real output by getting a relatively slow return to one’s targeted exchange rates. While inflation targeting can be problematic, it has been interpreted reasonably sensibly and has worked quite well in some countries. So I am not hostile to inflation targeting unless it is interpreted totally rigidly.

Chile’s exchange rate volatility has been much smaller than many other currencies since it floated, and let us hope it stays that way. It has been the case in other countries that there is a lot of volatility over time – and not just short-run volatility, but large misalignments. It will be interesting to see how the market handles the Chilean peso. Maybe it is small enough that it will not get pushed around by these chaps who enjoy playing games with currencies. That is the sort of danger that needs to be minimised.

Carlos’ comment, that volatility is less in Chile than all other floating countries except Canada raises the question of whether it has anything to do with the fact that it has a reference rate? More empirical evidence is needed before we can say.

Turkey actually built in an exit strategy. It was the first time a country said it was going to use the exchange rate to stabilise but wanted to end up with a floating exchange rate with a gradually widening band. I am afraid they got clobbered there. It was not just the fault of the exchange rate regime. No exchange rate system can survive a public row with the prime minister.
The problem of picking an equilibrium exchange rate target is not trivial at all. You cannot hope to get it more accurate than plus or minus 10 or 15 percent. One reason for advocating a wide range for the band is to accommodate that degree of uncertainty in the target. Even after accommodating that degree of uncertainty, there may still be times when the market has pushed the rate to an over- or undervalued level.

It is really paradoxical to argue that you can only make this intermediate regime work if you have capital controls. If we are going back to the 1960s, and say that we can only make an intermediate regime work if we do not have the capital mobility of today, then I would say we have failed and better think again about loosening up the exchange rate regime some more.”

**East Asia’s Experiences with the Free Floating Regime**

Pingfang Hong observed that volatility in exchange rates would not necessarily imply a move away from fundamental equilibrium as seems to be the assumption in the paper by Park and Song. “If there is a very high volatility at just around the equilibrium rate, that does not mean you are moving away from equilibrium, but just up or down. That is the way the market tries to locate the equilibrium. In a fixed rate regime case, the government assumes it knows what the equilibrium is, so it takes the risk. But when the regime changes to floating, the market supplies the demand force to locate the equilibrium. Both a fixed and a floating exchange rate regime can cause misalignment by either the government or the market. We know that it is difficult for both the market and the government to distinguish between the speculation bubble and the fundamental equilibrium.”

Hong found Park and Song’s test for the independence of monetary policy too limited and suggested that they should have broadened their definition of monetary independence. “It is only a test of the degree of independence of three financial shocks: interest, exchange and stocks of the US. But these are only financial shocks; there can be also other shocks such as supply side or oil price shocks. Moreover, the definition of independence of monetary policy should not be limited to external shocks. It may also mean that you increase your degree of independence to handle domestic shocks and that you have more monetary policy freedom to deal with domestic demand and supply shocks. That part was not tested at all in the paper.”

Amar Bhattacharya argued that the East Asian crisis-hit countries had not really moved to free floating but rather to managed floating. “None of the East Asian countries have a floating regime right now. The magnitudes of reserve movements suggest that they are extreme managed floating
regimes, if anything. So what kinds of regimes are we comparing? To what extent are the regimes being pursued by the East Asian countries a disguised BBC or CBS? There seems to be an almost implicit reference rate. There certainly seems to be some adjustment in the rates, such as an appreciation in Korea and depreciations in the Philippines, while stability reigns in Thailand. Is this a disguised BBC? Is there anything wrong with having a regional device for BBC? After all, central banks share information about reference rates, coordinate around it, and intervene.

Bhattacharya stressed that Asian policymakers responded to the 1997 crisis by using both the exchange rates and interest rates. “It is interesting to compare the responses of Thailand and Indonesia with Malaysia in that context. Even after Thailand developed a fundamental problem, ran out of reserves, let the exchange rate go, and received a huge IMF rescue package, the volatility still continued for a period of time. In the case of Indonesia, the government first let the exchange rate go and then tried to defend it with very high interest rates for a while. As the financial sector reeled, there was a lot of concern about trying to bring down interest rates, but there were no instruments to do it because that really required driving a wedge in the capital account. In contrast, Malaysia let the exchange rate float but insisted on keeping the interest rate quite moderate, never more than 10 to 15 percent, despite mounting inflationary expectations. As a result, although the initial estimates of loan losses were exactly the same for Malaysia, Korea and Indonesia, Malaysia ended up having the lowest losses in the banking system. These examples show that the choice in crisis is not just one about exchange rates but also an issue of interest rates.”

Jan Kregel wondered whether East Asian countries would have been better off in facing the crisis if they had adopted in their pegging systems a basket that included both the yen and the dollar. “Because these countries had adjustable pegging and not fixed exchange rate systems, which pegging system would have been the most appropriate choice? There are some studies, one of which came out of the Asian Development Bank, which have suggested that South-East Asia probably would have been better off in facing the crisis, if it had adopted a basket that included the yen and the dollar. This links back to the discussion of John Williamson’s paper about current and capital account flows. Would it have been more sensible for Asia to balance its capital account currency, which was primarily the yen, against its current account currency, which was primarily the stabilisation of export earnings in dollars? The kicker to this came in 1996 when the very sharp increase in short-term flows denominated in dollars tended to confuse this rather simple separation between the yen, as the major capital account investment currency, and the dollar, as the major export market currency.”
Manuel Marfán said that his conversations with financial authorities of Korea, Singapore and Malaysia in the mid-1990s at APEC meetings had made clear to him that these countries had partly achieved exchange rate stability by effectively influencing the private sector’s behaviour. “How did these countries achieve stable exchange rates, for instance, in Korea? We found that foreign investors, including financial investors, had to bargain a lot before they could enter the Korean economy in the mid-1990s. There was a sort of capital account control without any rules but a case-by-case decisionmaking. In Malaysia, when there was a lot of arbitrage and speculation in terms of capital inflows in 1994, they decided to implement a sort of export capital control that was very costly for speculators. They performed that for a few months until they had the reaction they wanted. This is an example of the way in which countries sometimes make crucial decisions that change the logic of the transmission mechanism of policy and private decisions.”

Rogério Studart observed that countries that have gone through a period of traumatic financial crises, such as the East Asian countries, are not good cases to assess whether a change in the exchange rate regime has affected the independence of monetary policy. “Such traumas tend to create inertia in the behaviour of both the international investors and the monetary authorities. International investors tend to become very nervous and have their fingers on the trigger all the time, waiting for something to happen. Monetary policymakers, in their turn, want to show that they are more conservative than even the most conservative international investor.”

Reply by Chi-Young Song

“I agree with Brian’s comment that the high volatility in the free floating regime is not surprising, but the interesting question is how much the volatility has increased after shifting to a free floating system. In Korea, before the free floating regime, there was a sort of managed floating system, called a ‘market averages’ system, which had a daily reference rate change and some bands with a 5 or 10 percent margin. It was a kind of band or margin exchange rate system. At that time, Korea still had high levels of volatility within the margin. It is worth seeing how much the volatility has changed in Korea since the regime shift.

Brian asked how the East Asian countries cope with high volatility of the exchange rate? In general, high volatility influences the capital market, especially the stock market. In Korea, the high volatility of the exchange rate reduced foreign capital inflows into the stock market. That is why the Bank of Korea tried to intervene to reduce the high volatility of the exchange rate.
Brian also commented that the real exchange rate volatility was not very high after the regime shift but was still higher than before the crisis in the 1990s. From 1996 to 1998, Korea had a very stable real exchange rate movement. But after the crisis, the real exchange volatility increased compared to the entire 1990s. However, I agree that it is still difficult to draw a conclusion because we have had only two years of experience with a free floating system.

In response to Pingfang, our estimation at least allows us to see that the foreign factors are important in affecting the domestic interest rate. Yet, this is still a limited approach in the sense that it does not include domestic economy shocks and other factors that affect the domestic interest rate. We could not consider these factors because we are only using daily observations. In order to include these broader questions we need longer-term data.

Amar is right that, in the long term, the East Asian regime is a disguised BBC. While the Bank of Korea may have some sort of reference rate in mind for the long term, in the short term it is mostly concerned about stabilising the exchange rate.”
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1 Introduction

I will argue that counter-cyclical policy in an increasingly globalised world needs regional and multilateral measures, for which new institutions should be built.

In a context of globalisation, sound and consistent domestic policies may not be sufficient to ensure macroeconomic stability. To be effective, some counter-cyclical policies may have to be designed and implemented at a level exceeding national boundaries. This calls for international cooperation and the creation of a new institutional setting. Though this issue is very broad, my approach is specific. I adopt a Latin American perspective and, more specifically, a Mercosur perspective. The issue is highly relevant to the region because macroeconomic stability can make a positive and direct contribution to two key goals for Latin American development: acceleration of growth and profitable integration in the world economy.

Latin American countries began to implement structural reforms more than a decade ago. Among these reforms was deregulation of the capital and trade accounts to take advantage of the new opportunities the world economy offered to accelerate growth. This was perceived as the best domestic response to the challenges of globalisation. The results, however, have been mediocre. Table 1 shows GDP and per capita GDP growth rates in the region as a whole and in four representative countries, comparing the 1990s with previous decades.

There are three distinct periods. Two periods of growth (1950-1979 and the 1990s) that are separated by one of stagnation (the lost decade of the 1980s). The recovery of growth in the 1990s is unquestionable. But the performance is far from impressive when assessed on the basis of the performance of the Latin American economies in the 1950s, 1960s and 1970s when the import substitution industrialisation (ISI) policies were the rule rather than the exception. We must take into account, nonetheless, that the point of departure in the 1990s was by no means promising. Most Latin American economies had gone through severe macroeconomic...
Table 1  Latin American GDP Growth Rate
(annual average)

<table>
<thead>
<tr>
<th>Country or Region</th>
<th>50/59</th>
<th>60/69</th>
<th>70/79</th>
<th>80/89</th>
<th>90/98</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latin America</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Growth Rate</td>
<td>4.9</td>
<td>5.7</td>
<td>5.6</td>
<td>1.7</td>
<td>3.1</td>
</tr>
<tr>
<td>Per Capita Growth Rate</td>
<td>2.1</td>
<td>2.8</td>
<td>3.1</td>
<td>-0.4</td>
<td>1.3</td>
</tr>
<tr>
<td>Argentina</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Growth Rate</td>
<td>2.4</td>
<td>4.4</td>
<td>3.0</td>
<td>-0.6</td>
<td>5.0</td>
</tr>
<tr>
<td>Per Capita Growth Rate</td>
<td>0.6</td>
<td>2.9</td>
<td>1.4</td>
<td>-2.1</td>
<td>3.6</td>
</tr>
<tr>
<td>Brazil</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Growth Rate</td>
<td>6.5</td>
<td>6.2</td>
<td>8.6</td>
<td>2.9</td>
<td>1.9</td>
</tr>
<tr>
<td>Per Capita Growth Rate</td>
<td>3.3</td>
<td>3.2</td>
<td>6.0</td>
<td>0.8</td>
<td>0.4</td>
</tr>
<tr>
<td>Chile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Growth Rate</td>
<td>3.8</td>
<td>4.5</td>
<td>2.0</td>
<td>3.2</td>
<td>7.3</td>
</tr>
<tr>
<td>Per Capita Growth Rate</td>
<td>1.5</td>
<td>2.2</td>
<td>0.3</td>
<td>1.6</td>
<td>5.6</td>
</tr>
<tr>
<td>Mexico</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Growth Rate</td>
<td>5.9</td>
<td>7.1</td>
<td>6.5</td>
<td>2.1</td>
<td>3.2</td>
</tr>
<tr>
<td>Per Capita Growth Rate</td>
<td>2.9</td>
<td>3.8</td>
<td>3.3</td>
<td>0.0</td>
<td>1.5</td>
</tr>
</tbody>
</table>

Source: Elaborated on the basis of CEPAL (1998 a, b, c, 1999) data.

disequilibria in the 1980s. It is clear that the new economic strategies adopted in Latin America have still not shown their full potential in terms of growth.

This picture of the aggregate evolution of the Latin American economy conceals some important differences. As Table 1 shows, the Chilean and Argentine experiences contrast sharply with Brazil and Mexico. From 1990 to 1998, Chile and Argentina performed better than the Latin American average, while Brazil and Mexico fell behind. It is interesting to note that the situation was just the opposite during the ISI period when the growth rates in Chile and Argentina were lower than in Brazil or Mexico. In the case of Argentina, nonetheless, it seems that the growth rate of the 1990s was unsustainable. The country has been suffering a prolonged recession since the 1998 Russian crisis. These facts suggest that the results of a given development strategy remain uncertain and that the final outcome of specific policies critically depend on historical and idiosyncratic factors.

If the results are not as encouraging as was expected, why are Latin American countries insisting on policies to open their markets for goods, services and capital? And, for that matter, why do multilateral institutions (dominated by developed countries) favour such policies? Both questions have the same simple answer: The deregulation of the capital and trade accounts is promoted because the countries assume that there are mutual trade gains to be made. From the Latin American point of view, the potential sources of these gains are clear. They need foreign capital,
technologies and trade to improve their specialisation pattern and sustain productivity growth. Developed countries, on the other hand, need to find more profitable uses for their ageing population’s savings. Returns on investment could be higher in the South where capital is more scarce and there is scope to introduce and exploit mature technologies.

Why, then, are these gains not being fully realised? My hypothesis is that countries cannot exploit these potential opportunities because international markets show significant failures and the institutions for coping with these failures have not yet been developed. In a nutshell: institutional development is lagging behind the forces that drive globalisation.

In the particular case of Mercosur countries, there are two market imperfections that are of paramount importance when assessing the obstacles to integration in the world economy. The first has to do with the asymmetric distribution of bargaining power between developed and developing countries. This generates several market distortions like protectionism (especially regarding agricultural products and other products such as steel), and restrictive policies on the transfer of technology. These distortions negatively affect the capacity of Latin American countries to increase their trade volume and diversify exports. They also have direct consequences on the macrodynamics of their economies. The second imperfection concerns capital markets. One particularly important consequence of this type of imperfection is that it makes international capital flows volatile. Latin America (and Mercosur) countries are important players in emerging markets, especially regarding foreign direct investment and government bond markets.

So the problem of volatility has two sides: on the one hand, Mercosur countries are highly exposed to volatility and, on the other, the stability of emerging capital markets can be severely affected by macroeconomic turbulence in Latin America and Mercosur.

In what follows, I develop my argument in two parts. In Section 2, I present and discuss a set of stylised facts associated with trade and international financial markets in Latin America. The objective is to show how interactions between imperfections in international markets and some structural features of the region generate the kind of macroeconomic dynamic that is typically observed in Latin American countries. The main hypothesis behind this exercise is that international market failures and macroeconomic fluctuations are closely associated. Based on this analysis, I draw some lessons on counter-cyclical policies in the second part (Section 3). I will argue that national, regional and multilateral institutions present different “comparative advantages” in performing counter-cyclical policies and, hence, the division of labour between different institutions should be designed carefully.
2 Structural Features, Market Failures and Macroeconomic Fluctuations

There are four structural features of the Latin American economies that I would like to highlight. I will briefly present them and examine the consequences for cyclical fluctuations.

Latin American Economies Are Closed

In the postwar period, the Latin American economy has been systematically losing ground in world trade. The share of Latin American countries in world trade fell from 7.5 percent in the early 1960s to around 4 percent in the mid-1990s. This reflects the fact that, on average, the Latin American countries failed to open their economies. But it also suggests that this region may have been particularly affected by the protectionism of the developed countries. Figure 1 shows the evolution of the region’s degree of openness as compared to other regions in the world. The Latin American countries demonstrate a low and stagnant degree of openness, as indicated by the share of exports and imports to GDP. The more aggressive liberalisation policies implemented in the last decade have only resulted in a mild increase in the share of international trade.

However, this overall picture conceals important dissimilarities in the evolution of Latin American countries in the last decade. There is a sharp difference in the evolution of Chile and Mexico on the one hand and Argentina and Brazil on the other. Figure 2 shows the evolution of openness in the four countries.

It is clear that Argentina and Brazil have been facing serious impediments to open their economies, while Chile and Mexico managed to achieve a much higher share of international trade in their economies. In the case of Chile, the impact of liberalisation and, particularly, devaluation in the mid-1980s appear as the most relevant causes. In Mexico, it seems that NAFTA played a crucial role, since its coefficient of openness shows a strong upward trend in the 1990s.

Industrial Imports Are Financed by Primary Sector Exports

In the last 30 years, Latin American exports became much more diversified. But still, Latin American countries are financing their net imports of industrial goods with primary products. Table 2 shows the evolution of the trade surplus corresponding to the most important trade items classified on the basis of their technological complexity. It provides us a synthetic view of the evolution of the trade specialisation pattern in Latin American countries over the last decades.

The specialisation pattern is very clear: over the periods under consideration, the region shows a trade deficit in industrial products and a surplus in primary goods. This occurred in spite of the fact that the share of industrial exports in total exports grew from 39 percent in 1965 to 72 percent in 1997. The increase in industrial exports is basically explained by the steady increase in traditional industrial exports and by the increase in exports of scale- and resource-intensive goods. The upward trend in traditional and
scale-intensive products was not sufficient to induce a reversal in the sign of the balance of industrial products because of the strong increase in imports of more technologically sophisticated products. It is true, nonetheless, that thanks to the increase in industrial exports over the years, a lower proportion of the deficit in industrial goods is now financed by the primary goods surplus. Notice, on the other hand, that the most important change in the 1990s is the marked increment in the size of the deficit of technologically sophisticated products. The recovery in the investment rate in the more stable macroeconomic setting of the 1990s spills over into greater demand for imported capital goods.

In sum, structural reforms did not revert the pattern of external trade. The Latin American countries still heavily depend on the net exports of primary goods to finance the net imports of industrial products and, particularly, the import of capital goods which are essential for ensuring the accumulation of capital and knowledge in the region. These characteristics of the trade specialisation pattern have important consequences for the macroeconomic dynamics.

**Trade Flows Are Highly Volatile**

In Table 3 we show the coefficient of variation of the growth rate of exports and imports for Latin America and the four Latin American countries under consideration. To assess the findings, we also list a group of “control” countries. Australia, New Zealand and Canada have been chosen to compare Latin America with high-income countries whose trade structure shows an important share of non-industrial exports. Korea, Italy and

<table>
<thead>
<tr>
<th>Table 2 Latin America: The Trade Surplus Pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary Goods</td>
</tr>
<tr>
<td>Agriculture</td>
</tr>
<tr>
<td>Energy &amp; Mining</td>
</tr>
<tr>
<td>Industrial goods</td>
</tr>
<tr>
<td>Traditional</td>
</tr>
<tr>
<td>Scale/Resource Int.</td>
</tr>
<tr>
<td>Durable</td>
</tr>
<tr>
<td>Technological</td>
</tr>
<tr>
<td>Others</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

*Source: Elaborated on the basis of CEPAL (1998,1999).*
Spain, in turn, have been selected because they are small- or medium-sized industrialised countries whose primary exports are very low.

The coefficient of variation of exports tends to be higher in the four Latin American countries than in the control countries. Although there are no important differences with Australia and New Zealand, the dissimilarities with the more industrialised countries are apparent. This suggests that the structure of trade can be a relevant explanatory factor. Notice that the volatility of primary exports is higher than the volatility of industrial exports in all countries, independently of the degree of industrialisation. Consequently, the higher the share of primary products in total exports, the higher will be the volatility of the income stream generated by exports. Notice, nonetheless, that a higher proportion of primary exports is not necessarily synonymous with higher volatility. If the correlation between the proceeds generated by the industrial and primary sectors is negative, there will be a diversification effect that will reduce the volatility of total exports. This is clearly the case of Mexico, which shows a negative correlation. The general case, however, seems to be that a positive correlation exists between primary and industrial exports. Consequently, countries with a larger share of primary exports present a higher volatility in their export proceeds.

The volatility of imports also tends to be higher in Latin American countries and, in the case of Chile and Argentina, it is significantly so. An interesting fact is that the volatility of imports is higher than the volatility of exports, independent of whether the country is industrialised or not.
This stochastic feature of imports suggests that, in general, import markets tend to be more affected by cyclical, financial and real (productivity) shocks and that these shocks are stronger or more frequent in the case of Latin American countries.

**Capital Markets Show Important Failures**

If international credit markets were perfect, developing countries would be able to demand any amount of credit at the ongoing international interest rate. In such a world, countries would be able to redistribute the effects of external shocks across time and states of nature. The authorities could resort to international credit markets to stabilise consumption and to finance investment until all profitable opportunities are exhausted. Likewise, small countries would be able to diversify a good deal of their national risks. The existence of transaction costs, sovereign risk, uncertainty and asymmetric information precludes this possibility.\(^2\) The recent episodes of instability have proven that it is very difficult to construct a portfolio that diversifies developing country risks when the returns of national stocks are unstable and positively correlated to capital market crises in other emerging countries. This spillover effect is frequently caused by the irrational behaviour of investors. The difficulties in fully exploiting the potential of international credit markets to diversify national risks have enormous economic costs for developing countries.

Developing countries have adapted their policies to the fact that they live in a world in which individual countries may face upward sloping credit curves, credit rationing and incomplete insurance markets. The fluctuations of key macroeconomic variables reflect these constraints and the consequences of adaptive policies. Table 4 present indicators associated with macroeconomic volatility.

There are many facts that deserve examination. First, the most striking difference regarding the coefficients of variation between Latin America and the “control” countries is observed in the case of consumption. If we take industrialised countries like Korea, Spain, Australia, Canada and Italy as our standard to measure consumption volatility, the four Latin American countries show a very high volatility of consumption. Important failures in capital markets seem to obstruct consumption smoothing in Latin America. Economic theory states that, in a setting of complete markets, a country that exports commodities whose prices fluctuate heavily,\(^2\) On the “puzzles” that this situation generates, see Obstfeld and Rogoff (2000) and Heliwell (2000).
can use financial, insurance and derivative markets to stabilise both its national income and consumption (Obstfeld, 1995). If a country could indeed diversify consumption risk, the correlation between national and world consumption would be strong (Basu and Taylor, 1999). However, as Table 4 shows, the correlation between national and world consumption growth (proxied by consumption in the United States) is systematically lower than the correlation between national economic growth and world economic growth. In some instances, the consumption correlation is in fact negative, as in the case of Argentina. One can hypothesise, then, that market incompleteness impedes developing countries from allocating risks efficiently.

Investment volatility tends to be higher in the Latin American countries, as the cases of Mexico and Argentina demonstrate. However, the differences with the control countries are much less marked than in the case of consumption. It seems that beyond financial market imperfections, the size of productivity and demand shocks affecting investment is large in all countries. The only significant exception is Korea, which shows a very small volatility of investment in a period in which the country was growing very fast.

The volatility of the growth process is also high in Latin America and, if compared with the control countries, even very high. Nonetheless, Australia and Canada, two natural resource-rich countries, show a coefficient of variation similar to that of the Latin American countries. But unlike Latin American countries, they show an important ability to manage

---

Table 4  Volatility and Correlation with US, 1964-1997

<table>
<thead>
<tr>
<th>Country</th>
<th>Investment Growth</th>
<th>Consumption Growth</th>
<th>GDP Growth</th>
<th>Consumption Growth</th>
<th>GDP Growth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Argentina</td>
<td>7.10</td>
<td>2.40</td>
<td>1.80</td>
<td>-0.29</td>
<td>0.5</td>
</tr>
<tr>
<td>Brazil</td>
<td>2.40</td>
<td>0.90</td>
<td>0.90</td>
<td>0.12</td>
<td>0.2</td>
</tr>
<tr>
<td>Chile</td>
<td>2.60</td>
<td>2.30</td>
<td>1.10</td>
<td>0.22</td>
<td>0.3</td>
</tr>
<tr>
<td>Mexico</td>
<td>3.50</td>
<td>1.00</td>
<td>0.90</td>
<td>0.01</td>
<td>0.1</td>
</tr>
<tr>
<td>Australia</td>
<td>2.20</td>
<td>0.50</td>
<td>0.60</td>
<td>0.54</td>
<td>0.2</td>
</tr>
<tr>
<td>Canada</td>
<td>1.50</td>
<td>0.70</td>
<td>1.40</td>
<td>0.35</td>
<td>0.5</td>
</tr>
<tr>
<td>New Zealand</td>
<td>2.80</td>
<td>1.30</td>
<td>1.30</td>
<td>0.14</td>
<td>0.3</td>
</tr>
<tr>
<td>Korea</td>
<td>0.90</td>
<td>0.40</td>
<td>0.40</td>
<td>-0.01</td>
<td>0.2</td>
</tr>
<tr>
<td>Spain</td>
<td>2.60</td>
<td>0.70</td>
<td>0.80</td>
<td>0.24</td>
<td>0.3</td>
</tr>
<tr>
<td>Italy</td>
<td>4.70</td>
<td>0.70</td>
<td>0.70</td>
<td>0.30</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Source: Elaborated on the basis of World Bank (1999).
risks. So, while the coefficient of variation of GDP growth is similar, the volatility of both consumption and imports is much lower in Australia and Canada. In this regard, one feature that deserves attention is that while in all the control countries the volatility of consumption is lower or, at least, equal to the volatility of GDP, the opposite occurs in Latin America. We believe that this is an additional indication of the difficulties and the welfare costs induced by market failures in financial markets.

**Macroeconomic Fluctuations and the (Typical) IMF Response**

The combination of these four stylised facts (lack of openness, high variance of export proceeds, dependence on primary surpluses, and imperfect access to international capital markets) seriously affects the short-run macroeconomic dynamics. Imagine a country that has been improving its ability to export “non-traditional” products and that has increased intra-industrial trade, but with its capacity to generate surplus still concentrated in a few primary products. Suppose this country faces a strong fall in the prices of some important “surplus generating” products. This would create a mounting trade deficit. If the country’s risks were fully diversified, it would receive compensatory financial revenues, which would make up for the fall in the export proceeds. This would maintain the level of the national income even though the country should be prepared to see a fall in GDP. If market incompleteness precludes the possibility of hedging risks, the country could still resort to international capital markets to finance the temporary current account deficit.

But, in highly incomplete markets, things will be different. Every time a negative shock hits the economy, the lack of diversification of the country’s idiosyncratic risk implies, *ceteris paribus*, that the economy will receive the full impact during the shock. As a consequence, there will be a deterioration in the country’s financial indicators and, thus, foreign credit will become very expensive. If the increase in financial fragility is sufficiently strong the country may even be rationed out. Under these conditions, the economy will face a tight liquidity constraint in the short run, and the authorities will be obliged to launch a stabilisation package to adjust domestic absorption. In brief, a given level of volatility of export proceeds will have different macroeconomic effects under different degrees of market incompleteness. And, from the point of view of volatility, it is clear that the worst combination is a setting that combines a large variance of export revenues and the absence of key financial and insurance markets.

The Latin American countries and the IMF have developed a highly effective, although costly, technology to adjust the current account. A
privileged tool of this technology is nominal devaluation. This instrument was perceived as particularly useful because, on the one hand, the upward correction of the real exchange rate induces contractionary effects via the savings rate and the credit channel and, on the other, makes tradable production more profitable. In addition to the correction of the exchange rate, the typical adjustment package usually includes monetary and fiscal restraints. The overall effect of these measures is a deepening of cyclical fluctuations. That is, they tend to be pro-cyclical. The most important counter-cyclical role in these packages is played by the external support that is typically associated with them.

The counter-cyclical effects of greater foreign exchange availability work through two main channels: the lessening of the liquidity constraint and the strengthening of solvency via the downward pressure on interest rates. These effects are reinforced if currency depreciation and a lower output generates a (temporary) trade surplus. This latter positive side-effect of recession and depreciation, however, may be counterbalanced by the private sector portfolio decisions. The uncertainty created by a falling output and depreciating currency creates strong incentives to buy foreign exchange, aggravating the short-run liquidity constraints.

In fact, this latter effect is what makes IMF lending to countries under stress so important. Under high financial stress it becomes the only institution that can act counter-cyclically. It is because of this kind of dynamic that counter-cyclical policies should include the key contribution of regional and multilateral arrangements to be effective.

Three characteristics of Latin American countries make this strategy costlier. The first is the low degree of openness. The second is that the price-elasticity of the export supply of primary exports tends to be too low in the short run. The third is that there are not that many industrial sectors “about to become” competitive, that is, competitive enough to rapidly generate a surplus after an appropriate correction in the real exchange rate takes place. This means that the number of “surplus sectors” will not increase in the short run unless a strong contraction in imports and, hence, in output and investment is induced. In this way, the volatility of exports tends to revert into import volatility. Of course, there are other external shocks that could call for a restraint of imports and could generate a similar adjustment pattern. Paramount among them are the changes in international capital markets, for example, abrupt increases in interest rates.

The stop-and-go pattern that these interactions between the structural features and market failures create is deleterious to growth. In Fanelli (2000), I presented a growth regression for Latin American countries in which the coefficients corresponding to both liquidity constraints and income volatility are highly significant. This suggests that reducing
macroeconomic fluctuations and improving the functioning of capital markets would be highly beneficial to growth.

3 Lessons: The Goals of Counter-Cyclical Policies and the Latin American Agenda

As was stated before, the two main goals for Latin America today are to accelerate growth and to integrate successfully in the world economy. Since macroeconomic stability is key to both objectives, efficient counter-cyclical policies may make a valuable contribution. The particular characteristics of the macroeconomic setting in Latin America must be considered in the design and implementation of counter-cyclical policies.

The first important characteristic is the higher macroeconomic volatility. We have seen that it is closely associated with the existing structural imbalances. This calls for a broader definition of counter-cyclical policies.

If we assume that any policy measure to smooth macroeconomic fluctuations is, by definition, counter-cyclical, it may be useful to distinguish between short-run and structural counter-cyclical policies. Short-run policies smooth fluctuations, taking the economic structure and the macroeconomic regime as given. Structural policies transform the structure and/or the macroeconomic regime to reduce the size and frequency of cyclical movements. The distinction is a natural consequence of our previous arguments which stressed the role of market failures, institutional flaws, and some features (degree of openness, trade diversification etc.) as sources of macroeconomic instability. This distinction implies that a programme of structural reforms may include counter-cyclical policies, such as measures to complete the market structure and increase its efficiency (to remedy instability-generating market failures); initiatives to restructure institutions and to ensure enforcement of law and regulations, and so on. Note that this view is akin to the optimum currency area approach (Mundell, 1961). It considers structural features to assess the convenience of a specific exchange rate regime and the scope and effectiveness of macroeconomic policies.

A second key characteristic that counter-cyclical policies must take into account is that macroeconomic regimes in Latin America are weak and unstable. We use the concept of “macroeconomic regime” to refer to the institutions and practices that define the set of macroeconomic policies which are feasible under specific circumstances. One important cause of the instability of macroeconomic regimes is the lack of institutional development. At the national level, Latin American countries have always faced strong difficulties in developing “stability friendly” institutions. At
the regional level, there has been a certain lack of political will to create mechanisms for macroeconomic coordination (Mercosur’s present situation is a good example); and the institutions of the new international financial architecture are still in swaddling clothes. Likewise, social, political and multilateral practices put severe constraints on the enforcement of regulations and legal norms.

A third characteristic is that Latin America (and Mercosur particularly) is urgently in need of stabilising mechanisms designed to operate at the regional and multilateral levels. To be sure, this does not deny that the quality of domestic policies and institutions matters a lot in the current situation. International initiatives should complement rather than replace consistent national policies. But, this said, note that national efforts may not be sufficient to ensure sustainable growth in the post-Bretton Woods world, characterised by broad swings in real exchange rates; significant deregulation of trade and financial transactions; and, the greater importance of capital flows, which can be highly volatile. Increased volatility and interdependence have given rise to difficult policy challenges because they simultaneously increased the demand for volatility-reducing policies and severely restrained the domestic authorities’ autonomy. One expression of this was the appearance of the “trilemma” (Frankel, 1999), that is, the necessity to choose between autonomous monetary policy, exchange rate stability, and free capital mobility. The depth of the recent crises in Asia and the current imbalances in countries like Argentina suggest that emerging economies are facing particularly severe constraints on their ability to implement effective counter-cyclical policies.

These challenges call for creative policy responses. I believe that part of the answer is to think globally, that is, to complement domestic counter-cyclical efforts with the development of new policy instruments in the regional and multilateral ambits. Obviously, this demands efficient coordination of the different decision-making levels. But the potential benefits of facing the challenge in terms of institution building are worth the effort.

What goals should Latin American countries pursue in negotiating the regional and multilateral “counter-cyclical” agenda? From our analysis it follows that they need arrangements that can help to:

- minimise the volatility of national income;
- ameliorate international capital market imperfections;
- minimise the variance of foreign exchange proceeds;
- develop international institutions to support more stable macroeconomic regimes.

To think globally also implies identifying the competitive advantages of multilateral organisations vis-à-vis regional and national institutions to
undertake specific counter-cyclical policies. I think the natural division of labour should be the following.

Multilateral organisations (particularly the IMF) and organisations dominated by developed countries like the G-7 should contribute to develop mechanisms to manage the consequences of “systematic” or “global” risks, that is, risks that originate from global coordination failures and spillover effects inherent to the operation of the world economy. These organisations have comparative advantages in helping developing countries to:

• smooth volatility of financial flows and eventually alleviate credit rationing;
• manage disequilibria induced by misalignments in key macroeconomic variables in developed countries (e.g. real exchange rate variations, sudden changes in fiscal or monetary policies that change financial conditions).

Regarding the first point, the rationale to develop multilateral counter-cyclical mechanisms is that volatile capital flows represent a negative externality which requires international coordination. Its consequences must be borne by all those who benefit from international credit markets. Specifically, Latin American countries should demand mechanisms that help them stabilise their foreign exchange revenues, particularly when they face exogenous changes in the overall situation in emerging markets or the international interest rates. This would help to avoid the stop-and-go macroeconomic dynamic generated by the fluctuations in exports or capital inflows. Mechanisms of this kind must be part of the new international financial architecture. The IMF should continue to lend to countries in financial distress. Automatic credit lines should be available to eligible countries, that is, countries with a macroeconomic regime that minimises the probability of financial distress due to moral hazard or misguided fiscal policies. A detailed discussion of these mechanisms, of course, goes beyond my presentation but many interesting proposals have been discussed within the framework of the new international financial architecture (see, for example, Ocampo 2000).

Real exchange rate misalignments mentioned in the second point are relevant to aggregate fluctuations because they may “exogenously” affect Latin American countries’ competitiveness. We have seen that the evolution of trade and of foreign credit conditions are highly correlated in Latin America and that the changes in the latter may hamper stability. When negotiating trade liberalisation, Latin American countries should clarify that opening the economy has great benefits, but also entails financial and macroeconomic risks. One of such risks is a significant misalignment in the real exchange rates of developed countries. In this sense, a closer coordina-
tion of the international trade and financial liberalisation process would have in itself a beneficial effect on macroeconomic stability. Likewise, more linkages should be created between the negotiations under the umbrella of the WTO and the discussions in the G-7 and the IMF on monetary and financial issues. That these linkages need to be considered was apparent in the recent negotiations between Argentina and the IMF. It was stated that, beyond financial support, advancements are necessary in the “4+1” negotiations between Mercosur and the US to ensure the “sustainability” of the Argentine economy. It is auspicious that trade and solvency are seen to be closely associated.

I believe that the possibilities for smoothing fluctuations operating at the regional level have not been sufficiently exploited. Even if there was little progress regarding the new international architecture, it would be possible to implement counter-cyclical initiatives at the region level. Three points deserve attention as possible goals of regional initiatives:

• to improve macroeconomic regimes;
• to exploit opportunities to ameliorate the consequences of financial market failures;
• to reduce the pressure of the external constraint on macroeconomic stability.

If regional agreements are going to contribute to the improvement of macroeconomic regimes, they should create tighter constraints on bad practices and facilitate institution building. The two larger Mercosur countries are facing difficulties in strengthening their macroeconomic regimes and, thus, there can be important mutual gains if a deeper coordination between their macroeconomic policies results in better macroeconomic practices. At present, Argentina has a currency board. This means that, in facing the trilemma, the country renounced monetary autonomy. The regime is very rigid and the country needs more flexible long-run alternatives. In the case of Brazil, after 1999, the country renounced exchange rate stability. But the limits on the autonomy of monetary policy proved to be very narrow. In this context, stronger macroeconomic commitments set at the regional level could strengthen the credibility of macroeconomic policies.

In my view, however, the best signal would be a formal agreement of Mercosur countries that a monetary union will be aimed at in the long run and that the process of implementation will begin immediately. The main purpose would be to show domestic agents and the rest of the world what the region’s future macroeconomic regime will be. In another paper (Fanelli, 2001), I detailed the characteristics of the transitional process between the present situation and the monetary union and how the process can be set in motion. The main advantage of such an agreement is that it
would create incentives to improve the macroeconomic regime. Specifically, it would help enforce the agreements on the convergence of fundamental macroeconomic variables and the harmonisation of fiscal institutions and prudential regulations.

A monetary union in Mercosur is compatible with various “permanent” exchange rate regimes for the region. Williamson’s BBC (basket, band, and crawl) proposal is appealing. In any case, I am sure that Mercosur’s trade structure calls for a basket peg rather than a dollar peg. Whether a crawl is necessary will depend on the rate of inflation at which the convergence between Argentina and Brazil occurs. The recourse to a band, on the other hand, will depend on the characteristics of the international setting. For example, if the new architecture offers good mechanisms to offset the volatility of capital flows, a band may not be necessary (I examined this in Fanelli, 2001).

A deeper commitment to macroeconomic issues may also facilitate the development of counter-cyclical mechanisms at the regional level. A profitable alternative is to create mechanisms to compensate for the lack of markets for risk management. Pooled funds can be created to exploit negative covariances in the region and save highly valuable foreign exchange. As a consequence of the absence of markets to diversify independent risks, each country is obliged to create its own cushion against external shocks. This can take the form of excessive reserves or the formation of commodity funds (funds to compensate fluctuations in oil, copper, or coffee proceeds). If shocks to different products are idiosyncratic, a mutual gain of trade can be realised by pooling individual funds into a single one. It seems much easier to afford the transaction costs of these initiatives in the framework of existing regional agreements. The Fondo Latinoamericano de Reservas is a good example. Besides, it could be possible to coordinate the utilisation of these funds with actions at the multilateral level. Regional funds would hedge independent risks while the IMF, for example, would take care of global (“systemic”) risks.

Finally, I believe that regional agreements can make a sizable contribution to macroeconomic stability if they improve trade specialisation patterns and increase the volume of trade. We have seen that the strong dependence on the trade surplus on primary products is a prime source of volatility via its effects on the capacity to import and to meet financial obligations. In the case of Mercosur, the results in the ten years following the Tratado de Asunción have been encouraging. There was a significant increment in the trade volume and intra-industrial trade has increased at a higher pace.

In sum, given that in the present international scenario there is not too much room for autonomy, we must learn to pursue our best interests in an
increasingly interdependent world. This means that national policies must be designed with an eye both on the region and on the global setting. Two points are worth noting. First, domestic institutions must be consistent with regional and multilateral developments. If a new international financial architecture is built, the domestic financial architecture must be consequently adapted. Second, to improve the quality of our integration with the world economy the emphasis should not be on market liberalisation, but on market creation. Our present market structure is too weak. We need to complete and build markets. In a sense, we have been opening empty jails. Structural counter-cyclical policies that create the conditions for the development of markets for risk management (which are currently missing) can be of paramount importance in this regard.
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The Pro-Cyclical Effects of the New Basel Accord

Stephany Griffith-Jones and Stephen Spratt

1 Introduction

The 1988 Basel Capital Adequacy Accord was a milestone in the approach to bank regulation and has been adopted by more than 100 countries. Agreement was reached between the member countries of the Basel Committee on Banking Supervision that internationally active banks would hold as capital at least 8 percent of their risk-weighted assets to cover the credit risk.

In recent years criticisms from many quarters have been levelled at the functioning of the 1988 Basel Accord, with critics arguing that the regulatory requirements are crude and do not correspond to actual levels of risk. The consequences have been distortions and biases in the practices of the banking industry. The Bank for International Settlements (BIS) now proposes a new Basel Capital Accord, to be implemented in 2004, which is based on three mutually reinforcing pillars: minimum capital requirements, supervisory review process, and effective use of market discipline.

The new framework retains both the existing definition of capital and the minimum requirement of 8 percent of capital to risk-weighted assets. The major changes proposed are in the measurement of credit risk. We will discuss two approaches to the measurement of credit risk that are envisaged: (a) the Standardised Approach (a modified version of the existing approach); and (b) the Internal Ratings Based Approach.

The focus of our concern is the likely net impact on developing and transition countries of the new Basel Accord if implemented in its current form. Whilst containing many positive elements, we argue that the net effect of the new Basel Capital Accord is likely to be negative. In Section 2 we outline the major proposals contained in the new standardised approach and discuss the most significant potential effects. In Section 3 we examine the proposed internal ratings based approach and discuss its implications in some detail. The final section concludes with an assessment of the likely net effect of the new Basel Accord and some policy proposals.
2 The Standardised Approach

Risk-weighed assets will continue to be calculated as the product of the amount of exposure and supervisory determined risk-weights. Weights will still be determined by category of borrower: sovereign, bank or corporate.

The major changes from the 1988 Accord are:

- The OECD/non-OECD distinction to be abandoned;
- Creditworthiness to be determined by external credit assessment institutions;
- ”Sovereign floor” to be abandoned. That is, banks and corporates may be assigned a higher rating than their sovereign;
- The range of “risk-buckets” is to be increased to reflect the greater differentiation of risk in claims.

Table 1 below gives a contrast between the capital requirements under the 1988 Accord and those contained in the new proposals under the Standardised approach for sovereigns, banks and corporates.

Table 1 The Standardised Approach and the Existing Accord
(percentages)

<table>
<thead>
<tr>
<th>Type of Borrower</th>
<th>AAA</th>
<th>AA-</th>
<th>A+</th>
<th>A-</th>
<th>BBB+</th>
<th>BBB-</th>
<th>BB+</th>
<th>BB-</th>
<th>B+</th>
<th>Below B-</th>
<th>Un-rated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sovereign</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1988 Accord</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>OECD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-OECD</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>New Proposals</td>
<td>0</td>
<td>20</td>
<td>50</td>
<td>100</td>
<td>100</td>
<td>150</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Banks</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1988 Accord</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>OECD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-OECD</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Short-Term†</td>
<td>(20)</td>
<td>(20)</td>
<td>(20)</td>
<td>(20)</td>
<td>(20)</td>
<td>(20)</td>
<td>(20)</td>
<td>(20)</td>
<td>(20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>New Proposals</td>
<td>Option 1*</td>
<td>20</td>
<td>50</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>150</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Option 2**</td>
<td>20</td>
<td>50</td>
<td>50</td>
<td>100</td>
<td>100</td>
<td>150</td>
<td>50</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Short-Term††</td>
<td>(20)</td>
<td>(20)</td>
<td>(20)</td>
<td>(50)</td>
<td>(50)</td>
<td>(50)</td>
<td>(150)</td>
<td>(20)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Corporate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1988 Accord</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>New Proposals</td>
<td>20</td>
<td>50</td>
<td>100</td>
<td>100</td>
<td>150</td>
<td>150</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Notes:
† Under the existing Accord, loans to non-OECD banks carry a 20% risk weight for maturities of less than one year, and 100% for loans of greater maturity.
†† Under the new proposals, short-term claims are defined as having an original maturity of three months or less.
* Under the first option, all banks in a given country will be assigned a weight one category less favourable than the sovereign’s. A cap of 100% will be imposed except for banks in countries rated less than B- (in this instance a cap of 150% will operate).
** Under the second option, the risk weights assigned to banks will be based on the assessment of external credit assessment institutions of the bank in question.
As well as the greater differentiation between “risk buckets”, the new Basel Accord differs from the 1988 Accord in its treatment of short-term claims. Under the existing system all claims on banks incorporated in the OECD are assigned a 20 percent risk-weight. For banks in countries outside the OECD, the risk-weight is also 20 percent for claims of less than one year, but 100 percent for claims of greater duration. According to many observers, this long/short-term distinction for non-OECD borrowers provided an incentive for banks to make short-term loans – this is supported by some evidence that the maturity of loans increases for new OECD entrants (see Reisen, 2000). Clearly short-term external debt was a major factor in the East Asian and other crises; indeed, recent research (see Rodrik and Velasco, 1999) has established econometrically that short-term debt to foreign exchange reserves was the single most important factor explaining currency crises.

The Basel Committee decided, after consultation, to lower the threshold for the preferential treatment of short-term debt from six months (as proposed in the 1999 consultative paper) to three months. This decision reflects the fact that the upper maturity bound in the short-term inter-bank market is three months. Therefore, under the new proposals, incentives towards short-term lending remain for banks rated between A+ and B-, but the incentive towards short-term lending is less than in the existing Accord, and can thus be seen as a step in the right direction. However, as has been pointed out by Deutsche Bank, the jump in risk weights from 20 to 50 percent between double-A and single-A bands may significantly overstate the increased probability of default, thereby creating a bias against long-term lending to banks rated below double-A. One possible solution to this problem would be to increase the number of “risk buckets” so as to avoid providing significant regulatory biases towards particular types of lending.

**Implications**

The removal of the OECD/non-OECD distinction is likely to have negative consequences for low rated OECD countries, They will find that the conditions attached to loans more closely reflect their actual rating, rather than the fact of their OECD membership. Conversely, highly rated non-OECD countries (such as Chile) should benefit from more favourable terms. Overall, the elimination of the OECD/non-OECD distinction is a positive development, as it is widely accepted that it had become too blunt a mechanism, which had led to distorted incentives.

The alterations to the current treatment of maturity should remove some, but not all, of the incentives towards short-term lending to banks.
rated below AA-, and thereby raise the aggregate maturity of such lending. Also, the removal of the sovereign floor will benefit highly rated banks and corporates in less highly rated countries. Overall, therefore, the proposals should, as envisaged, more closely align capital requirements with actual risk. This should be to the benefit of highly rated sovereigns, banks and corporates, regardless of OECD membership.

One aspect of the standardised approach that may prove important in determining the overall impact is the proposed use of external credit assessment institutions. The Basel Committee proposes that the ratings of private sector agencies could be supplemented with those produced by national, public export credit agencies (ECAs). This is a reflection of comments on an earlier consultative paper. Many commentators have highlighted the fact that private sector ratings agencies’ performance in financial crises is often rather poor. Recent research has also supported the view that private sovereign ratings are inherently pro-cyclical (Reisen, 2000). As ratings agencies have difficulty acquiring an information advantage in relation to sovereigns, they tend to lag rather than lead the markets, thus reinforcing the boom-bust cycle (this is less of a problem with corporate ratings where the agencies may have access to private information). Also, ratings for low rated borrowers have been shown to have a low degree of durability (IMF, 1999). Taking account of such views, the Basel Committee proposes to supplement the use of private agencies for sovereign ratings with national export credit agencies.

One of the primary functions of ECAs is to insure the country risk attached to the provision of export credit to foreign buyers. In 1999 the OECD produced a methodology for the guidance of national ECAs. This details the method for setting benchmarks for minimum export insurance premiums for country risk, and is based on an econometric model of three groups of quantitative indicators: payment experience of a country; financial indicators such as debt-GDP and reserves-imports ratios; and indicators such as inflation and economic growth. The new Basel Accord proposes that supervisors may recognise the country risk scores assigned to sovereigns by ECAs that subscribe to the OECD’s methodology (OECD, 1999).

One major advantage of this proposal, in the view of the Basel Committee, is that ECA scores are available for a larger number of sovereigns than are private ratings. This could favour developing countries not rated by private rating agencies, but rated by ECAs, provided the latter

---

1 For a discussion of the earlier consultative paper, see presentation by C. Miles of the UK’s Financial Services Authority and the ensuing debate in the IDS Private Sector Discussion Group (http://www(ids.ac.uk/ids/global/finance/pdfs/psdg1.pdf).

rate them accurately; unfortunately, there are some concerns about the quality and independence of the ratings of several ECAs. It has been suggested that the ratings given by some ECAs may be unduly influenced by the needs of their country’s exporters and not therefore entirely objective. The insistence by the Basel Committee that recognised ECAs subscribe to the OECD methodology would seem to be an attempt to ensure some degree of consistency and avoid “helpful” ECAs being “cherry picked”. However, despite the fact that the methodology is largely quantitative, there remains a subjective, qualitative element; this implies that it is by no means certain that different national ECAs would produce the same ratings.

The proposed use of ECA ratings to supplement private agencies’ assessments of sovereign risk is an attempt to address concerns over the use of private ratings agencies. However, this concern, at least in part, resulted from the inability of private rating agencies to spot the warning signs of looming crisis and adjust their ratings accordingly. However, the UK government’s Export Credits Guarantee Department (ECGD) has been criticised for exactly the same problem in a recent report (KPMG, 1999). Thus, it may be that the “pro-cyclical” criticism levelled at the private ratings agencies can also be levelled at ECAs.

In their report on the ECGD, KPMG recommended that it should move further in the direction of best private sector practice. This recommendation has been enthusiastically accepted by the UK Department of Trade and Industry (DTI, 2000). As one of the more sophisticated ECAs, the ECGD may represent something of a vanguard in its enthusiasm to move towards a more “cutting-edge” private sector approach. Indeed, the Department’s explicit aim is to encourage other ECAs to follow its lead: “ECGD should continue to press multilaterally for ECAs to adopt risk management systems and policies based on best commercial practice” (DTI, 2000, p. 8).

Objections have been raised to the use of private agencies because of the potentially pro-cyclical implications and the same criticism can be levelled at national export credit agencies. However, the principle of objective, external credit ratings is surely a sensible one. Given that international financial stability can be viewed as a public good, there is a strong argument for having at least some public element involved in credit rating. This could best be done by an appropriate international public institution playing some role in ratings. Such a body could take a view that has a longer-term focus and “sees through” (see Turner, 2000) the economic cycle and thus exert a stabilising influence. Of the major international financial institutions, the BIS has the best track record in terms of spotting potential crises as well as having financial stability as its main objective, and would be well placed to fulfil this role.
Despite some problematic areas it would seem that many of the criticisms made by developing countries of the existing Accord have been addressed in the standardised approach. The removal of the OECD distinction should be widely welcomed, as should the reduction of the incentives towards short-term lending. Also, the fact that adherence to financial codes and standards is not to be mandatory is a positive development.

3 The Internal Ratings Based Approach

Whilst many of the changes proposed under the standardised approach are to be welcomed, it is the potentially negative impact of widespread adoption of internal ratings based (IRB) approaches that is most troubling. This is all the more so because it is likely that banks operating under the IRB approach will come to dominate the industry. The Basel Committee had assumed that, at least initially, the great majority of banks would operate under the standardised approach, with only the most sophisticated of international banks employing the IRB approach. However, it is also assumed that, over time, increasing numbers of banks will move to the IRB approach and, to advance this process, incentives are embedded in the new Basel Accord to the adoption of IRB. Also, although a greater number of banks are expected to use the standardised approach, the major internationally active banks, that provide the bulk of lending to developing and transition economies and are actively purchasing banks in those countries, are more likely to be in a position to adopt the IRB approach. In fact, following recent consultations, the Basel Committee has concluded that a greater number of major banks than they had initially thought will be in a position to adopt IRB when the Accord is implemented. These developments are likely to have both domestic and international implications for developing and transition countries.

Domestic Implications

Developing country banks are liable to face increased competitive pressure from internationally active banks who have adopted the IRB approach and have further enhanced their existing competitive advantages through the use of more finely-tuned, and therefore lower, capital requirements. Both Deutsche Bank and Moody’s have argued that this is likely to lead to smaller banks being at a disadvantage, with further industry-wide consolidation being the ultimate result (Deutsche Bank Global Research, 2001 and Moody’s Investors Research, 2001). In developing and transition countries, this may imply an acceleration of trends towards foreign banks controlling...
domestic banking industries. This is not only a problem for banks in the developing world. In the US, for example, it is estimated that only 20 of the country’s 9000 banks are likely to be in a position to adopt an IRB approach – thus consolidation may be seen both in the developed and developing worlds.

**International Implications**

**Reduced Lending to the Developing World**

As has been pointed out, most of the banks lending to emerging countries – the large international banks – would move quickly to adopt the IRB approach. The outcome of these changes is likely to be a significant reduction of bank lending to the developing world, and a sharp increase in the cost of international borrowing for much of the developing world. This is because the incentive, under the existing Accord, to the holding of lower quality loans will be eliminated in the IRB approach. Therefore, it seems very probable that adoption of the IRB approach will produce an increase in the quantity of loans to borrowers rated above BBB, and a fall in loans to borrowers rated below BBB. Given that the majority of such low rated borrowers are in the developing world, one effect of the new Basel Accord will be a reduction in overall levels of lending to emerging markets from internationally active banks.

Recent research, which uses a methodology developed by Deutsche Bank, estimates the likely impact (Helmut Reisen, 2001). We can see from Table 2 that adoption of the IRB approach as currently proposed could result in speculative grade borrowers (BBB- or lower) being effectively excluded from international bank lending. Table 2 also gives some estimates of the likely impact of the new Basel Accord on sovereigns. The estimates show that the proposed changes would be neutral or broadly positive for sovereigns rated triple-B or higher. However, for sovereigns rated below that, the situation would become very problematic. The median sovereign rating for non-OECD countries in 2001 was BB, with 31 of the 53 rated non-OECD countries being rated below BBB. For example, under the current Accord, for double-B rated sovereigns such as Brazil and India, the capital requirement for each $100 lent is $8. Under the standardised approach in the new proposal this would be unchanged, but under the IRB approach the capital required for the same $100 would rise to $30.3 and spreads would have to increase by more than a thousand basic points (bp). This would mean adding around 10 percent to the annual cost of borrowing for countries rated double-B. Even more dramatically, for countries such as Argentina and Pakistan, rated at single-B, spreads would
have to increase by 3709 bp (that is, the cost of borrowing would grow by 37 percent annually) under the IRB approach to produce an equivalent level of risk-adjusted return as under the existing Accord.

Table 2  
Sovereign Borrowers

<table>
<thead>
<tr>
<th>Category</th>
<th>Risk Weight</th>
<th>Capital required per $100</th>
<th>Breakeven Spread Change bp.*</th>
<th>Examples of Countries in Category</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Double-A (OECD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current</td>
<td>0</td>
<td>0</td>
<td></td>
<td>Belgium, Bermuda, Canada, Italy, Portugal</td>
</tr>
<tr>
<td>Standardised</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IRB approach</td>
<td>7</td>
<td>0.6</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td><strong>Triple-B (non-OECD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current</td>
<td>100</td>
<td>8.0</td>
<td></td>
<td>China, Egypt, Korea, Latvia, Malaysia, Tunisia</td>
</tr>
<tr>
<td>Standardised</td>
<td>50</td>
<td>4.0</td>
<td>-50.00</td>
<td></td>
</tr>
<tr>
<td>IRB approach</td>
<td>40</td>
<td>3.2</td>
<td>-60.00</td>
<td></td>
</tr>
<tr>
<td><strong>Double-B (non-OECD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current</td>
<td>100</td>
<td>8.0</td>
<td></td>
<td>Brazil, Colombia, Costa Rica, India, Kazakhstan, Morocco</td>
</tr>
<tr>
<td>Standardised</td>
<td>100</td>
<td>8.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IRB approach</td>
<td>379</td>
<td>1115</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Single-B (non-OECD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current</td>
<td>100</td>
<td>8.0</td>
<td></td>
<td>Argentina, Jamaica, Mongolia, Pakistan, Paraguay, Venezuela</td>
</tr>
<tr>
<td>Standardised</td>
<td>100</td>
<td>8.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IRB approach</td>
<td>630</td>
<td>3709</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Indicates the spread movement required to produce the risk-adjusted return achieved under the current Accord.

Sources:

The actual impact upon spreads could be lower than predicted above. The main reason is that non-bank investors form a significant part of the investor base and they are indifferent to risk-weights. However, even if these predictions overestimate the impact, they still point towards a significant deterioration in the terms under which sovereigns rated below triple-B are able to access international bank lending. The consequence is therefore likely to be a sharp reduction in bank lending to the developing world.

The implications of this are clear: large parts of the developing world will no longer be able to access international bank lending on terms likely to be acceptable. The impact will be felt most severely in the lowest rated countries – the very countries in most need of such access.
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As pointed out by Helmut Reisen, this effect is linked to the fact that the Basel Committee proposes a strongly exponential, rather than a linear, rise of risk weighting along the spectrum of probability of default. Thus, once ratings fall below BBB the capital requirements increase sharply, implying that for the lowest rated borrowers the cost of loans from banks operating an IRB approach is likely to be prohibitively high.

**Pro-Cyclical Elements and Counter-Cyclical Measures**

Greater use of banks’ internal risk management systems also seems likely to be inherently pro-cyclical and therefore likely to amplify the economic cycle, thus increasing both the frequency and scale of crises. As developing countries suffer disproportionately from financial crises – given the relatively small size of their economies vis-à-vis international capital flows, and the thinness of their markets – this is a cause for great concern.

It is accepted that the existing Accord contains pro-cyclical elements and the fear is that greater risk sensitivity will increase this tendency. The drive for risk-weights to more accurately reflect the probability of default is inherently pro-cyclical. During an upturn, average probability of default will fall and thus incentives to lend will increase. Conversely, during a downturn, average probability of default will increase (due to more difficult economic circumstances) and, in consequence, a credit crunch may develop with all but the most highly rated borrowers having difficulty attracting funds.

The Basel Committee has recognised this concern, but argues that the benefits outweigh the costs. However, the trade-offs in terms of costs and benefits are viewed in terms of their impact on the major banks. The developing world will most probably feel the costs disproportionately (reduced lending coupled with increased scale of crises) while simultaneously attracting few, if any, of the benefits. Also, it may be that the Committee is more broadly underestimating the likely impact upon the business cycle and thus the financial system’s propensity for crises; these systemic considerations have significant implications for the developed and developing worlds alike.

Early theorists, such as Irving Fisher (1933), emphasised crises as integral parts of the business cycle, often operating as a “trigger” whereby an upswing becomes a downturn. More recently researchers have also seen the business cycle as connected with financial crises and argued for reforms to introduce counter-cyclical elements into the regulatory framework.2 It is argued that the pro-cyclical aspects of regulation contribute towards

---

2 See Ocampo’s chapter in this volume and Griffith-Jones and Ocampo (2000).
fuelling the “boom” that often precedes a crisis. Consequently, the introduction of counter-cyclical components would work to better manage the boom and so help to avoid costly financial and currency crises. A number of possible counter-cyclical measures have recently begun to be proposed to address these concerns:

1. Capital requirements could vary throughout the business cycle so that, for example, during a boom a higher capital ratio could be required. This would allow banks a cushion so that they could sustain lending in times of recession when capital asset ratios would be lower. Because of different problems with this approach, however, forward-looking provisioning, described in 2 below, seems a better option.

2. Regulators could encourage – or better, require – higher general provisions to be made for possible loan losses to cover normal cyclical risks. In other words, forward-looking provisions would reflect expected losses during a boom, in the expectation that when the downturn or bust comes, measured losses will increase. This approach seems to be the one that commands most support, and even a certain degree of consensus. The mechanism would allow for provisions built up in good times to be used in bad times without affecting reported capital. The simplest way to ensure this would be to maintain higher general provisioning, applied to all loans. Another more complex – but perhaps more precise – approach would be to have especially large provisions during periods of large increases in lending, as often such rapid increases are followed by a slowing down of the economy or by a recession, when losses may increase. To ensure that such rules really are applied, it seems desirable that: (a) they are mandatory and (b) certain rules of thumb are designed ex ante by regulators. The latter is very important to avoid the pressures that typically arise in times of boom, against any tightening.

3. Regulators could place a cap on the value of assets that can be used as collateral. This would protect against inflated asset prices that occur during a boom being used as collateral when, during a downturn, these prices may sharply fall. In this situation, rules could be introduced to average asset price values over the previous five years, for example.

4. Another counter-cyclical mechanism would be to limit lending for property, construction and personal consumption, as these tend to increase substantially in booms. Indeed, research has suggested that this may be a significant factor in booms (McKinnon and Pill, 1997).

Measures 3 and 4 would be particularly relevant for domestic bank

---

lending, whereas measure 2 would be relevant for both international and national lending.

Important practical questions remain about the specific modalities of introducing counter-cyclical mechanisms into the regulatory framework. Therefore, further study is required: for example, on appropriate levels of forward-looking general provisioning (that provides enough cushion, but does not excessively increase cost of lending); on tax treatment of such provisioning; and on defining trigger levels for increased provisioning when lending increases too much, should such an approach be chosen. However, the principle of “leaning against the wind” is sensible in a world where financial crises are connected with the business cycle and where pro-cyclical tendencies accentuate the scale and frequency of crises, both in private lending and in standard regulatory practice.

A more specific critique of the characteristics of bank risk management systems has come from Avinash Persaud of State Street Bank (Persaud, 2000). He argues that, whilst many believe that more market sensitive risk management and stronger prudential standards are insufficient as a response to the increase in scale and frequency of crises in recent decades, few doubt the validity of these measures on their own terms. He suggests that reasons exist to doubt the wisdom of this widely accepted view. For Persaud, the rationale behind these measures is that they will better equip markets to reward “good” behaviour and punish “bad” behaviour. However, he argues, evidence exists to suggest that, whilst in the long run markets are discerning in this sense, in the short-run they seem unable to distinguish between good and bad; i.e. market participants’ herd and contagion is a common occurrence.

Persaud goes on to argue that, in a herding environment, tighter market-sensitive risk management systems may serve to increase instability, rather than to reduce it as assumed in the new Basel Accord; thus greater use of such systems might result in an increase, and not a reduction, in the incidence of crisis. The trend among market participants, reflected in the New Basel proposals, is to move away from discretionary judgements about risk towards a more quantitative, market-sensitive approach. Increasingly banks manage market risk by setting a daily earnings at risk limit (DEAR). This mechanism addresses the question, “how much can I lose with a 1 percent probability over the next day?” The answer is arrived at by taking the bank’s portfolio of positions and estimating the future distribution of daily returns based on past measures of market correlation and volatility. Therefore, increasing volatility and/or correlation will cause the potential loss to rise, and vice versa. When DEAR exceeds the limit set, the bank moves to reduce exposure, often by switching into less volatile and less correlated assets.
A not unlikely scenario is then envisaged, says Persaud: “Imagine that over time a herd of banks has acquired stocks in two risky assets that have few fundamental connections, say, Korean property and UK technology stocks. Imagine too that some bad news causes volatility in UK technology stocks and the banks most heavily invested there find that their DEAR limits are hit. As these banks try to reduce their DEAR by selling the same stocks (Korean property and UK technology) at the same time, there are dramatic declines in prices, rises in volatility in both markets, and rises in the correlation between Korean and UK markets. Rising volatility and correlation trigger the DEAR limits of banks less heavily invested in other markets. As they join the selling milieu, volatility, correlation and contagion rise.”

Persaud concludes that: “The paradox is that if one or two banks followed a DEAR limit and others did not, those banks would have an effective risk management system that at the margin would support the financial system. But if every bank were to follow the same approach, given that these banks follow each other into and out of markets, the DEAR limit would contribute to systemic risk. It is ironic, therefore, that the Basel Committee on Banking Supervision is supporting the rapid adoption of these systems across all banks and encouraging investors to follow suit.”

It is also ironic and particularly problematic that the new Basel Capital Accord’s IRB proposals (which would imply less and more costly as well as more pro-cyclical lending to developing countries), have emerged at the same time as developing countries are being urged to make greater use of private capital flows to replace aid flows, which are in historical decline.

### 4 Concluding Remarks and Recommendations

This final section will conclude and make some specific suggestions that might help reduce the likely negative effects of the new Basel Accord for developing and transition countries.

From a developing country perspective it may well be that the proposals in the new Basel Accord to move towards an IRB approach will have the greatest lasting impact. The fact that banks who are in a position to adopt this approach will be at a competitive advantage, and that these banks are likely to be the ones in the strongest competitive position anyway, implies two possible scenarios. First, that the large banks that are able to adopt an IRB approach early reinforce and strengthen their market positions and either drive competitors out of business or are able to take them over. The second scenario is that large numbers of banks are able to move to an IRB framework early enough to prevent the first scenario occurring. Either
way, the result will be a banking industry dominated by banks employing IRB approaches. This is likely to lead to a reduction in lending to developing countries from the major international banks, as the incentive to hold poor quality loans will be sharply reduced. The consequences of a reduction in lending to those poorer countries most in need of funds could be severe. An additional potential impact comes from the systemic impact of widespread adoption of IRB approaches, which could increase procyclicality of lending to developing countries, and thus increase likelihood of crises.

Whilst the proposals contained in the standardised approach are broadly to be welcomed, in that they address many (though not all) of the concerns expressed in developing countries about the existing Accord, the introduction of IRB approaches has very problematic implications. It is likely that the widespread adoption of IRB approaches by the major international banks will ensure that the impact of the standardised approach cannot be assessed independently. If, as it seems highly likely, the negative impacts of the IRB approaches outweigh the positive impacts of the standardised approach from a developing country perspective, then the new Basel Accord will merely serve to give with one hand only to take (more) with the other. The systemic implications of greater risk sensitivity in lending patterns are likely to impact upon developed and developing countries alike – although more so on the latter given the smaller size of their economies vis-à-vis international capital flows.

The proposals in the new Basel Accord – particularly those related to the IRB approach – would seem to be driven largely by the wishes of the major international banks. However, it is not clear that what is good for these banks is necessarily good for the stability of the international financial system in general nor the developing world in particular.

As an alternative, the improvements contained within the standardised approach could be developed to further reduce, if not eliminate, incentives towards short-term lending. The number of risk buckets could be expanded to reduce regulatory biases towards lending to certain categories of borrower. In addition, counter-cyclical mechanisms could be introduced into the regulatory framework with the intention of (a) smoothing capital flows, and (b) smoothing the impact of volatile flows on the domestic financial system and therefore on the real economy. One aspect of the standardised approach that has attracted much attention is the proposal to use external credit rating institutions to assign ratings. Objections have been raised to the use of private agencies because of the potentially procyclical implications and, as we saw, the same criticism can be levelled at national export credit agencies. However, the principle of objective, external credit ratings is surely a sensible one. Given that international financial
stability can be viewed as a public good, there is a strong argument for having a public element involved in credit rating. Of the major international financial institutions, the BIS has the best track record in terms of spotting potential crises as well as having financial stability as its main objective, and would be well placed to fulfil this role.

Our recommendations can be summarised as follows:

• Particularly from the perspective of developing countries – but also taking systemic concerns into account – there may be a case for postponing introduction of the IRB approach, until its impact is more thoroughly researched and discussed. If that is not possible, there is a strong case for at least slowing the pace of introduction of the new Basel Accord (e.g. to 2008).

• One particular area of concern is the proposal to adopt an exponential rise in risk weighting along the spectrum of higher probability of default, rather than a linear rise. The impact of this proposal, as described above, would be to increase sharply the costs of borrowing for low rated sovereigns, banks and corporates to the extent that they would be effectively cut off from international bank lending. We therefore propose that, if the IRB approach is to be implemented, the probability of default should grow on a linear and not exponential scale so as to mitigate this effect.

• We also suggest an evaluation of mechanisms to slow down the effect of changes in credit rating on regulatory risk weights (see Turner, 2000). This would be particularly relevant to the IRB approach, but also of interest for the standardised approach. The impact on capital charges of changing risk weights, due either to external ratings or to internal models, could be smoothed if the change was phased in gradually and the phase-in period was long in relation to the cycle. This could significantly reduce pro-cyclicality; however, it could perhaps weaken too much the link between risk and capital, which the new Basel Accord is trying to achieve. An alternative way of doing this is to use moving averages of historical ratings, over two years for example.

• The introduction of a counter-cyclical element to compensate for the inherent pro-cyclicality of the IRB approach needs to be carefully evaluated. As discussed above, the most promising approach, especially for international bank lending, would seem the introduction of higher general provisions against losses.

• We propose a further development of the standardised approach to address remaining issues of concern:
  1. reduce further or eliminate remaining incentives towards short-term lending;
  2. expand number of risk buckets so as to avoid the regulatory
distortions associated with jumps between buckets;
3. introduce a public element into external ratings to avoid the procyclical problems associated with private sector ratings agencies and ECAs;
4. introduce a counter-cyclical element into the regulatory framework.
The complexity of modern financial markets has led some (including perhaps the Basel Committee) to conclude that effective external regulation is neither feasible nor desirable. This is one of the factors behind the moves towards an IRB approach, with greater emphasis on market discipline. However, it could also be argued that this very complexity increases the need for external regulation, so as to ensure the public good of financial stability.

References
Appendix

List of Participants in the Conference on “A Broad Agenda of Crisis Prevention and Response: Addressing Global Economic Imbalances in the North and Boom-Bust Cycles in the South”, held at the Headquarters of the Economic Commission for Latin America and the Caribbean (ECLAC), Santiago de Chile on 1-2 March 2001

Mr. Amar Bhattacharya  

Mr. Reynaldo Bajraj  
Deputy Executive Secretary, ECLAC, Santiago de Chile

Mr. Humberto Campodónico  
Regional Adviser, ECLAC, Santiago de Chile

Mr. Roy Culpeper  
President, The North-South Institute, Ottawa

Mr. Zdeněk Drábek  
Senior Adviser, Economic Research and Analysis, WTO, Geneva

Mr. José María Fanelli  
Senior Research Fellow, CEDES, Buenos Aires

Ms. Stephany Griffith-Jones  
Professor, Institute of Development Studies, Sussex University

Mr. Pingfan Hong  
Senior Economic Affairs Officer, Department of Economic and Social Affairs, United Nations, New York

Mr. Brian Kahn  
Acting Head of the Monetary Policy Research Unit, Member of the Monetary Policy Committee, South African Reserve Bank, Pretoria

Mr. Jan Kregel  
Professor of Economics, Bologna and Johns Hopkins University, High Level Expert in International Finance, UNCTAD, New York

<table>
<thead>
<tr>
<th>Name</th>
<th>Position and Organization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mr. Manuel Marfán</td>
<td>Advisor to the Executive Secretary, ECLAC, Santiago de Chile</td>
</tr>
<tr>
<td>Mr. Carlos Massad</td>
<td>Governor, Central Bank of Chile, Santiago de Chile</td>
</tr>
<tr>
<td>Mr. Manuel Montes</td>
<td>Program Officer, The Ford Foundation, New York</td>
</tr>
<tr>
<td>Mr. José Antonio Ocampo</td>
<td>Executive Secretary, ECLAC, Santiago de Chile</td>
</tr>
<tr>
<td>Mr. Andrés Rius</td>
<td>Program Officer, IDRC Regional Office for Latin America and the Caribbean, Montevideo</td>
</tr>
<tr>
<td>Ms. Liliana Rojas-Suárez</td>
<td>Visiting Fellow, Institute for International Economics, Washington D.C.</td>
</tr>
<tr>
<td>Mr. Chi-Young Song</td>
<td>Professor, School of Economics, Kookmin University, Seoul</td>
</tr>
<tr>
<td>Ms. Barbara Stallings</td>
<td>Director, Economic Development Division, ECLAC, Santiago de Chile</td>
</tr>
<tr>
<td>Mr. Rogério Studart</td>
<td>Economic Affairs Officer, ECLAC, Santiago de Chile</td>
</tr>
<tr>
<td>Mr. Jan Joost Teunissen</td>
<td>Director, Forum on Debt and Development, The Hague</td>
</tr>
<tr>
<td>Mr. Andras Uthoff</td>
<td>Coordinator, Special Studies Unit, ECLAC, Santiago de Chile</td>
</tr>
<tr>
<td>Mr. John Williamson</td>
<td>Senior Fellow, Institute for International Economics, Washington D.C.</td>
</tr>
</tbody>
</table>
New Challenges of Crisis Prevention: Addressing Economic Imbalances in the North and Boom-Bust Cycles in the South

Edited by Jan Joost Teunissen

This book goes beyond the standard agenda of crisis prevention and explores two themes that ought to have been – but were not – included.

It explores how major industrial countries could address global economic imbalances and how developing countries could counter boom-bust cycles.

Essential reading for those who are interested in crisis prevention and the challenges of global financial governance

Forum on Debt and Development
Noordeinde 107a
2514 GE The Hague
The Netherlands

www.fondad.org